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FROM MARGARET AND DAVE

e understand the unique challenges of teach-
ing and learning AP Economics. This book is
the culmination of our combined 35 years of
work with AP Economics students and teach-
ers. We have seen the challenges first hand, and
we have listened to the concerns and solutions

of the many remarkable teachers with whom it has been
our privilege to work. The creation of this book draws
from our experience in every facet of AP-level education,
from teaching high school classes to leading AP
Economics professional development programs. We have
designed this book and its ancillary resources to be the
most effective possible resources to help teachers and stu-
dents succeed in AP Economics. 

It is clear that the foundation of any effective AP
Economics course is a high quality, college level textbook.
The impetus for this project was the recognition that,
while any college level introductory textbook can be adapt-
ed for use in an AP Economics course, no existing textbook
is sufficient for the task. The existing textbooks cover large
amounts of material that is not included on the AP Course
Outline and omit important topics that are on the
Outline. Teachers using existing textbooks must navigate
around unnecessary chapters, cover chapters with some
relevant topics but lots of superfluous information, and
search for supplementary materials to cover topics not
addressed in the text. These problems hinder the effective-
ness of standard textbooks and make extra work for both
teachers and students. While some other college level
books have been printed as “AP Editions,” the changes in
those editions are little more than new labels and covers.
This book is different. It is made specifically to satisfy the
goals of the AP Economics teacher and student.

Intent on promoting the efficiency and effectiveness of
AP Economics courses, we started with the best available
college-level introduction to economics–Krugman and
Wells’ Economics, second edition. The first edition of the
Krugman and Wells textbook was a resounding success,
quickly becoming one of the best-selling college econom-
ics textbooks. AP Economics teachers embraced the text-
book for its clear explanations and storytelling approach.
The second edition of Economics became even more popu-
lar and successful. We knew that it would be the best foun-
dation for an AP adaptation. Our goal was to retain the
features of Economics that make it a winner, while crafting
it to closely follow the AP syllabus and speak to a high
school audience. We hope the result will serve as the best
possible textbook for teaching and learning AP
Economics.

The Organization of This Book 
and How to Use It
The organization of this book is inspired by our goal of
adapting the parent book to best support AP Economics
teachers and students. The sequence of sections and mod-
ules conforms to both the AP Topic Outline and a tradi-
tional sequence of material that has been found to be
pedagogically effective. The sections and modules are
grouped into building blocks in which conceptual material
learned at one stage is built upon and then integrated into
the conceptual material covered in the next stage. All mate-
rial included in the AP Economics Course Description is
included here, and all material included here is related to
AP course requirements. Following is a walkthrough of the
sections in the book: 

Section 1: Basic Economic Concepts 
The first section initiates students into the study of eco-
nomics, including scarcity, choice and opportunity cost.
Module 1 provides students with definitions of basic terms
in economics. Module 2 provides an overview of the study
of macroeconomics, including economic growth, unem-
ployment, inflation, and the business cycle. Modules 3 and
4 present the production possibilities curve model and use
it to explain comparative and absolute advantage, special-
ization and exchange.

Section 2: Supply and Demand 
Section 2 begins with an opening story that uses the mar-
ket for coffee beans to illustrate supply and demand, mar-
ket equilibrium, and surplus and shortage. Modules 5, 6,
and 7 introduce the important parts of the supply and
demand model; demand, supply, and equilibrium. Module
8 and 9 teach students how to use the model to analyze
price and quantity in markets. 

Section 3: Measurement of Economic Performance
In Section 3, we provide an overview of the topics in macro-
economics that provides the foundation for models that
are covered in later sections. Modules 10 and 11 introduce
the circular flow model and gross domestic product.
Modules 12 and 13 teach students how to define, measure,
and categorize the types of unemployment. The definition
and measurement of inflation, price indices (real versus
nominal values), and the costs of inflation are presented in
Modules 14 and 15.
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Section 4: National Income and Price Determination
Section 4 introduces national income and price determi-
nation and presents the aggregate supply and demand
model, which is the foundation for the material presented
in later sections. Modules 16, 17, 18, and 19 introduce
individual parts for the model; income and expenditures,
aggregate demand, aggregate supply, and equilibrium in
the model. Macreoconomics equilibrium and economics
fluctuations (including fiscal policy and the multiplier)
are presented in Modules 20 and 21.

Section 5: Financial Sector
In Section 5, money, banks, and the Federal Reserve are
added to our model of the macroeconomy. Modules 22,
23, and 24 present basic concepts and their definitions;
saving, investment, financial assets, money, the money
supply, and the time value of money. Module 25 intro-
duces banking and the creation of money in the economy.
Central banks and the Federal Reserve System are includ-
ed in Modules 26 and 27. Finally, the money market and
monetary policy, including the loanable funds market, are
presented in Modules 28 and 29.

Section 6: Inflation, Unemployment and
Stabilization Policies
Section 6 continues with coverage of monetary and fiscal
policies. Module 30 focuses on fiscal policy and the impli-
cations of government deficits and debt. Module 31 focus-
es on monetary policy and its effect on the interest rate.
Modules 32 and 33 look in detail at the types of inflation,
disinflation, and deflation, while Module 34 introduces
both the short-run and long-run Phillips curve. Finally,
Modules 35 and 36 present some history of macroeconom-
ic thought as it leads to the modern macroeconomic con-
sensus, emphasizing the role of expectations in
macroeconomic policy.

Section 7: Economic Growth and Productivity
Economic growth and the role of productivity are the
focus in Section 7. Module 37 defines and discusses long-
run economic growth and Module 38 emphasizes the role
of productivity in generating economic growth. Module 39
looks at how differences in human and physical capital,
research and development, and technology lead to differ-
ences in long-run economic growth and how growth poli-
cy can be used to facilitate economic growth in the long
run. Finally, Module 40 reviews and highlights how eco-
nomic growth plays a role in the macroeconomic models
developed in earlier sections.

Section 8: Open Economy: International Trade and
Finance
The last section adds the international sector to the macre-
conomic models presented in previous sections. Module 41
introduces balance of payments accounts. Modules 42 and
43 develop the foreign exchange market and exchange rate
policy. Module 44 links the foreign exchange market to
financial markets and the markets for goods and services
through a discussion of exchange rates and macroeconom-
ic policy. 

Module 45 - Finally, Module 45 shows students how the
models they have studied throughout the course can be
applied to answer real-world questions, like the type they
will see on the AP exam.

The AP Edition: What’s Different?
Perhaps the most important feature of the AP adaptation
of Economics is what has been left unchanged. We retain
Paul Krugman’s fresh voice and lively writing style, which
AP students find easy to understand. We also adhere to the
general approach of the parent book: 

“To achieve deeper levels of understanding of the real
world through economics, students must learn to
appreciate the kinds of trade-offs and ambiguities
that economists and policy makers face when apply-
ing their models to real-world problems. We believe
this approach will make students more insightful and
more effective participants in our common econom-
ic, social, and political lives.” 

Finally, we have been careful to maintain the international
focus and global coverage of issues from Economics, 2e.

However, we have made significant changes in the origi-
nal book to meet the specific needs of AP Economics teach-
ers and students. Here are the major adaptations:

Close Adherence to the AP Topic Outline 

and Terminology

We have carefully followed the AP Topic Outline for
Macroeconomics and included all of the material required
for the course. The book covers the course material using
the same terminology students will see on the AP
Macroeconomics Exam. When there is more than one term
that can be used in a particular situation, we have intro-
duced students to each of the terms they might see on the
exam and made it clear that the terms are synonymous.
Because it closely conforms to the required course material
and introduces AP exam terminology, this book helps stu-
dents learn the material and terminology they will see on
their AP Macroeconomics Exam. 
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AP Course-friendly Organization  

This book is arranged by sections that correspond to the
AP Topic Outline provided by the College Board. Each sec-
tion is divided into 4–7 modules. Each module breaks the
course material into a pedagogically appropriate unit that
is designed to be presented in one class period, with addi-
tional class periods for activities, demonstrations, and
reinforcement, as needed. This organization takes teachers
and students through the required AP course material in a
sequence and at a pace designed for optimal success for
students in AP economics classes.

Relevant Examples

The Krugman and Wells textbook was lauded for its use of
relevant and interesting examples to teach economic prin-
ciples. We have retained this approach and many of the
examples from the parent book. However, we have modi-
fied, added, or replaced examples to speak specifically to a
high school audience.

Practice for the AP Exam

Each module in the book ends with AP review material
including sample multiple-choice and free-response ques-
tions related to the content in the module. The multiple-
choice questions are written in the style of the AP exam with
five distracters. Two sample free-response questions are
included for each module, the first of which includes a sam-
ple grading rubric. Providing the rubric helps students to pre-
pare for the format of the AP exam and to better understand
how their responses will be graded (which will help them to
provide better responses on the exam). In addition, Module
45 “Putting it All Together” is devoted to showing students how
to use the economic principles they have learned in macroeco-
nomics to answer comprehensive questions like the long
question typically found on the AP Macro eco nom ics Exam.

Supplements

The teacher and student supplements have been designed
by experts in AP economics to facilitate teaching and
learning. The instructor’s resources are comprehensive
enough to guide new AP teachers through their first years
of teaching AP economics but also provide unique ideas
and suggestions that will help experienced teachers
enhance their courses. The student’s resources help stu-
dents through both the course and preparation for the AP
exam. All supplement materials are developed to adhere to
the AP course outline, goals, and testing format.

Economics by Example

David Anderson’s Economics by Example has become a lead-
ing supplemental resource for AP economics courses.
Each book is bundled with a copy of the Anderson book,

and suggestions for how to use it in an AP economics
course are integrated throughout the text and the instruc-
tor materials.

Advantages of This Book
This book has all of the advantages found in the parent
book as well as many new advantages unique to the AP
adaptation:

➤ Created by a Team with Insight. The team of authors
for this project has a wealth of experience with AP eco-
nomics. This book is the result of extensive collabora-
tion within the team as well as incredible support from
highly qualified AP content reviewers and accuracy
checkers at all points along the way. 

➤ Created Specifically to Meet the Needs of AP
Economics Teachers and Students. From the Table of
Contents through the supplements, this project is
specifically designed to meet the needs of AP teachers
and students. The outline of the book follows the AP
topic outline, the terminology in the book conforms to
accepted terminology used in AP materials and on the
AP exam, and supplements provide everything new or
experienced teachers and students need to be sucessful
in an AP economics course.

➤ Chapters build intuition through realistic examples.
In every chapter, real-world examples, stories, applica-
tions, and case studies teach the core concepts and moti-
vate student learning. The best way to introduce
concepts and reinforce them is through real-world
examples; students simply relate more easily to them. 

➤ Pedagogical features reinforce learning. The book
includes a genuinely helpful set of features that are illus-
trated and described later in the Preface.

➤ Modules are accessible and entertaining. A fluid and
friendly writing style makes concepts accessible.
Whenever possible, the book uses examples that are
familiar to students: choosing which college to attend,
paying a high price for a cup of coffee, or deciding where
to eat at the food court at the local shopping mall. 

➤ Although easy to understand, the book also prepares
students for the AP exam and further coursework.
Too often, instructors find that selecting a textbook
means choosing between two unappealing alternatives: a
textbook that is “easy to teach” but leaves major gaps in
students’ understanding, or a textbook that is “hard to
teach” but adequately prepares students for the AP exam
and future coursework. This is an easy-to-understand
textbook that offers the best of both worlds. 
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Ft. Myers, Florida, was a boom town in 2003, 2004, and most
of 2005. Jobs were plentiful: by 2005 the unemployment rate
was less than 3%. The shopping malls were humming, and
new stores were opening everywhere.

But then the boom went bust. Jobs became scarce, and by
2009 the unemployment rate had reached 14%. Stores had
few customers, and many were closing. One new business
was flourishing, however. Marc Joseph, a real estate agent,
began offering “foreclosure tours”: visits to homes that had
been seized by banks after the owners were unable to make
mortgage payments.

What happened? Ft. Myers boomed from 2003 to 2005 be-
cause of a surge in home construction, fueled in part by specu-
lators who bought houses not to live in, but because they
believed they could resell those houses at much higher prices.
Home construction gave jobs to construction workers, electri-
cians, real estate agents, and others. And these workers, in turn,
spent money locally, creating jobs for sales workers, waiters,
gardeners, pool cleaners, and more. These workers also spent
money locally, creating further expansion, and so on.

The boom turned into a bust when home construction
came to a virtual halt. It
turned out that specula-
tion had been feeding on
itself: people were buy-
ing houses as invest-
ments, then selling them
to other people who
were also buying houses
as investments, and the
prices had risen to levels
far beyond what people
who actually wanted to
live in houses were will-
ing to pay. 

The abrupt collapse of the housing market pulled the
local economy down with it, as the process that had created
the earlier boom operated in reverse.

The boom and bust in Ft. Myers illustrates, on a small
scale, the way booms and busts often happen for the econ-
omy as a whole. The business cycle is often driven by ups
or downs in investment spending—either residential in-
vestment spending (that is, spending on home construc-
tion) or nonresidential investment spending (such as
spending on construction of office buildings, factories,
and shopping malls). Changes in investment spending, in
turn, indirectly lead to changes in consumer spending,
which magnify—or multiply—the effect of the investment
spending changes on the economy as a whole.

In this section we’ll study how this process works on 
a grand scale. As a first step, we introduce multiplier analy-
sis and show how it helps us understand the business
cycle. In Module 17 we explain aggregate demand and its two
most important components, consumer spending and 
investment spending. Module 18 introduces aggregate sup-
ply, the other half of the model used to analyze economic

fluctuations. We will
then be ready to explore
how aggregate supply
and aggregate demand
determine the levels
of prices and real out-
put in an economy. 
Finally, we will use 
the aggregate demand-
aggregate supply model
to visualize the state
of the economy and
examine the effects of
economic policy.

Module 16 Income and Expenditure

Module 17 Aggregate Demand: Introduction
and Determinants

Module 18 Aggregate Supply: Introduction and
Determinants

Module 19 Equilibrium in the Aggregate
Demand–Aggregate Supply Model

Module 20 Economic Policy and the Aggregate
Demand–Aggregate Supply Model

Module 21 Fiscal Policy and the Multiplier

Economics by Example:

“How Much Debt Is Too Much?”

s e c t i o n

National Income
and Price 

Determination
FROM BOOM TO BUST
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Tools for Learning...Getting the Most from This Book
Each section and its modules are structured around a common set of 
features designed to help students learn while keeping them engaged.

Opening Story Each section
opens with a compelling story
that often extends through the
modules. The opening stories
are designed to illustrate
important concepts, to build
intuition with realistic
examples, and then to
encourage students to read
on and learn more.   

Preface

The section outline

lists the modules
that comprise the
section and suggests
a relevant chapter in
Dave Anderson’s
book, Economics by
Example, which is
packaged with this
text.
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What you will learn 
in this Module:

2 s e c t i o n I B a s i c  E c o n o m i c  C o n c e p t s

• How scarcity and choice are

central to the study of

economics

• The importance of

opportunity cost in individual

choice and decision making

• The difference between

positive economics and

normative economics

• When economists agree 

and why they sometimes

disagree

• What makes

macroeconomics different

from microeconomics

Module 1
The Study of
Economics

Individual Choice: The Core of Economics
Economics is the study of scarcity and choice. Every economic issue involves, at its
most basic level, individual choice—decisions by individuals about what to do and
what not to do. In fact, you might say that it isn’t economics if it isn’t about choice.

Step into a big store such as Walmart or Target. There are thousands of different
products available, and it is extremely unlikely that you—or anyone else—could afford
to buy everything you might want to have. And anyway, there’s only so much space in
your room. Given the limitations on your budget and your living space, you must
choose which products to buy and which to leave on the shelf.

The fact that those products are on the shelf in the first place involves choice—the
store manager chose to put them there, and the manufacturers of the products chose to
produce them. The economy is a system that coordinates choices about production
with choices about consumption, and distributes goods and services to the people who
want them. The United States has a market economy, in which production and con-
sumption are the result of decentralized decisions by many firms and individuals.
There is no central authority telling people what to produce or where to ship it. Each
individual producer makes what he or she thinks will be most profitable, and each con-
sumer buys what he or she chooses.

All economic activities involve individual choice. Let’s take a closer look at what this
means for the study of economics.

Resources Are Scarce
You can’t always get what you want. Almost everyone would like to have a beautiful
house in a great location (and help with the housecleaning), two or three luxury cars,
and frequent vacations in fancy hotels. But even in a rich country like the United States,
not many families can afford all of that. So they must make choices—whether to go to
Disney World this year or buy a better car, whether to make do with a small backyard or
accept a longer commute in order to live where land is cheaper.

Economics is the study of scarcity 

and choice.

Individual choice is decisions by

individuals about what to do, which

necessarily involve decisions about what not

to do.

An economy is a system for coordinating a

society’s productive and consumptive

activities.

In a market economy, the decisions of

individual producers and consumers largely

determine what, how, and for whom to

produce, with little government involvement in

the decisions.

The Great Tortilla Crisis
“Thousands in Mexico City protest rising food

prices.” So read a recent headline in the New
York Times. Specifically, the demonstrators were

protesting a sharp rise in the price of tortillas, a

staple food of Mexico’s poor, which had gone

from 25 cents a pound to between 35 and 45

cents a pound in just a few months.

Why were tortilla prices soaring? It was a

classic example of what happens to equilibrium

prices when supply falls. Tortillas are made from

corn; much of Mexico’s corn is imported from

the United States, with the price of corn in both

countries basically set in the U.S. corn market.

And U.S. corn prices were rising rapidly thanks

to surging demand in a new market: the market

for ethanol.

Ethanol’s big break came with the Energy

Policy Act of 2005, which mandated the use 

of a large quantity of “renewable” fuels 

starting in 2006, and rising steadily thereafter.

In practice, that meant increased use of

ethanol. Ethanol producers rushed to build 

new production facilities and quickly began

buying lots of corn. The result was a rightward

shift of the demand curve for corn, leading to a

sharp rise in the price of corn. And since corn

is an input in the production of tortillas, a

sharp rise in the price of corn led to a fall in

the supply of tortillas and higher prices for tor-

tilla consumers.

The increase in the price of corn was good

news in Iowa, where farmers began planting

more corn than ever before. But it was bad

news for Mexican consumers, who found them-

selves paying more for their tortillas.

fy i

A cook prepares tortillas made with four differ-
ent types of corn in a restaurant in Mexico City.
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What You Will Learn in This

Module Each module has an
easy-to-review bulleted list
format that alerts students to
critical concepts and module
objectives. 

Key Terms Every key term
is defined in the text and
then again in the margin,
making it easier for students
to study and review
important vocabulary. 

FYI The FYI feature provides a short but
compelling application of the major
concept just covered in a module.
Students experience an immediate
payoff when they can apply concepts
they’ve just read about to real
phenomena. For example, we use the
tortilla crisis of 2007 to illustrate how
changes in supply impact consumers as
bread-and-butter (and tortilla) issues. 
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M o d u l e 1 AP R e v i e w

Check Your Understanding 
1. What are the four categories of resources? Give an example of a

resource from each category.

2. What type of resource is each of the following?
a. time spent flipping hamburgers at a restaurant
b. a bulldozer
c. a river

3. You make $45,000 per year at your current job with Whiz Kids
Consultants. You are considering a job offer from Brainiacs, Inc.,
which would pay you $50,000 per year. Which of the following
are elements of the opportunity cost of accepting the new job at
Brainiacs, Inc.? Answer yes or no, and explain your answer.

a. the increased time spent commuting to your new job
b. the $45,000 salary from your old job
c. the more spacious office at your new job

4. Identify each of the following statements as positive or
normative, and explain your answer.
a. Society should take measures to prevent people from

engaging in dangerous personal behavior.
b. People who engage in dangerous personal behavior impose

higher costs on society through higher medical costs.

Solutions appear at the back of the book.

Section I  B
asic Econom

ic C
oncepts

1. Define resources, and list the four categories of resources. What
characteristic of resources results in the need to make choices?

Answer (6 points)

1 point: Resources are anything that can be used to produce something else.

1 point each: The four categories of the economy’s resources are land, labor,
capital, and entrepreneurship.

1 point: The characteristic that results in the need to make choices is scarcity.

2. In what type of economic analysis do questions have a “right”
or “wrong” answer? In what type of economic analysis do
questions not necessarily have a “right” answer? On what type
of economic analysis do economists tend to disagree most
frequently? Why might economists disagree? Explain.

Tackle the Test: Free-Response Questions

Tackle the Test: Multiple-Choice Questions
1. Which of the following is an example of a resource? 

I. petroleum
II. a factory

III. a cheeseburger dinner
a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

2. Which of the following situations represent(s) resource scarcity?
I. Rapidly growing economies experience increasing levels

of water pollution.
II. There is a finite amount of petroleum in the physical

environment.
III. Cassette tapes are no longer being produced.

a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III 

3. Suppose that you prefer reading a book you already own to
watching TV and that you prefer watching TV to listening to
music. If these are your only three choices, what is the
opportunity cost of reading? 

a. watching TV and listening to music
b. watching TV
c. listening to music
d. sleeping
e. the price of the book

4. Which of the following statements is/are normative?
I. The price of gasoline is rising.

II. The price of gasoline is too high.
III.Gas prices are expected to fall in the near future.

a. I only
b. II only
c. III only
d. I and III only
e. I, II, and III

5. Which of the following questions is studied in
microeconomics?
a. Should I go to college or get a job after I graduate?
b. What government policies should be adopted to promote

employment in the economy?
c. How many people are employed in the economy this year?
d. Has the overall level of prices in the economy increased or

decreased this year?
e. What determines the overall salary levels paid to workers in a

given year?

Check Your Understanding review
questions allow students to immediately
test their understanding of a module. By
checking their answers with those
found in the back of the book, students
will know when they need to reread the
module before moving on. 

The Tackle the Test

feature presents five
AP-style multiple-
choice questions, with
solutions, to help
students become
comfortable with the
types of questions
they will see in the
multiple choice section
of the AP exam. 

In addition, two AP-style free-

response questions are provided. A
sample grading rubric is given for the
first FRQ to teach students how these
question are graded on the AP exam
and to help them learn how to write
thoughtful answers. 

Each module concludes with a unique AP Review

Preface



Summary

1. The consumption function shows how an individual
household’s consumer spending is determined by its
current disposable income. The aggregate consump-
tion function shows the relationship for the entire
economy. According to the life-cycle hypothesis, house-
holds try to smooth their consumption over their life-
times. As a result, the aggregate consumption function
shifts in response to changes in expected future dispos-
able income and changes in aggregate wealth.

2. Planned investment spending depends negatively on
the interest rate and on existing production capacity; it
depends positively on expected future real GDP. 

3. Firms hold inventories of goods so that they can satisfy
consumer demand quickly. Inventory investment is
positive when firms add to their inventories, negative
when they reduce them. Often, however, changes in in-
ventories are not a deliberate decision but the result of
mistakes in forecasts about sales. The result is un-
planned inventory investment, which can be either
positive or negative. Actual investment spending is

9. Changes in commodity prices, nominal wages, and pro-
ductivity lead to changes in producers’ profits and shift
the short -run aggregate supply curve.

10. In the long run, all prices, including nominal wages, are
flexible and the economy produces at its potential out-
put. If actual aggregate output exceeds potential out-
put, nominal wages will eventually rise in response to
low unemployment and aggregate output will fall. If po-
tential output exceeds actual aggregate output, nominal
wages will eventually fall in response to high unemploy-
ment and aggregate output will rise. So the long -run
aggregate supply curve is vertical at potential output.

11. In the AD–AS model, the intersection of the short -run
aggregate supply curve and the aggregate demand curve
is the point of short -run macroeconomic equilib-
rium. It determines the short -run equilibrium aggre-
gate price level and the level of short -run equilibrium
aggregate output.

12. Economic fluctuations occur because of a shift of the
aggregate demand curve (a demand shock) or the short -

S e c t i o n 4 Review

Section 4  Summary

Marginal propensity to consume (MPC), p. 159

Marginal propensity to save (MPS), p. 159

Autonomous change in aggregate spending, 
p. 160

Multiplier, p. 160

Consumption function, p. 162

Autonomous consumer spending, p. 162

Aggregate consumption function, p. 164

Interest rate effect of a change in the aggregate
price level, p. 174

Fiscal policy, p. 176

Monetary policy, p. 177

Aggregate supply curve, p. 179

Nominal wage, p. 180

Sticky wages, p. 180

Short -run aggregate supply curve, p. 181

Demand shock, p. 191

Supply shock, p. 192

Stagflation, p. 193

Long -run macroeconomic equilibrium, p. 194

Recessionary gap, p. 195

Inflationary gap, p. 196

Output gap, p. 196

Self -correcting, p. 196

Key Terms
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1. A fall in the value of the dollar against other currencies makes
U.S. final goods and services cheaper to foreigners even though
the U.S. aggregate price level stays the same. As a result, foreign-
ers demand more American aggregate output. Your study part-

ner says that this represents a movement down the aggregate de-
mand curve because foreigners are demanding more in response
to a lower price. You, however, insist that this represents a right-
ward shift of the aggregate demand curve. Who is right? Explain.

Problems

ha
n

• How to use macroeconomic

models to conduct policy

analysis

• How to approach

free-response

macroeconomics questions

What you will learn 
in this Module:

Module 45
Putting It All Together
Having completed our study of the basic macroeconomic models, we can use them
to analyze scenarios and evaluate policy recommendations. In this module we de-
velop a step-by-step approach to macroeconomic analysis. You can adapt this ap-
proach to problems involving any macroeconomic model, including models of
aggregate demand and supply, production possibilities, money markets, and the
Phillips curve. By the end of this module you will be able to combine mastery of the
principles of macroeconomics with problem solving skills to analyze a new scenario
on your own. 

A Structure for Macroeconomic Analysis
In our study of macroeconomics we have seen questions about the macroeconomy take
many different forms. No matter what the specific question, most macroeconomic
problems have the following components:

1) A starting point. To analyze any situation, you have to know where to start.

2) A pivotal event. This might be a change in the economy or a policy response to the
initial situation.

3) Initial effects of the event. An event will generally have some initial, short-run effects.

4) Secondary and long-run effects of the event. After the short-run effects run their course,
there are typically secondary effects and the economy will move toward its long-
run equilibrium.

For example, you might be asked to consider the following scenario and answer the as-
sociated questions.

Assume the U.S. economy is currently operating at an aggregate output level above potential output.
Draw a correctly labeled graph showing aggregate demand, short-run aggregate supply, long-run aggre-
gate supply, equilibrium output, and the aggregate price level. Now assume that the Federal Reserve
conducts contractionary monetary policy. Identify the open-market operation the Fed would conduct,

Putting it All Together The final
module in the book, Module 45,
shows students how to use what
they have learned to answer
comprehensive, “real-world”
questions about the macroeconomy,
like the type they will see in the
long question in the free-response
section of the AP exam. 

End-of-Section Review and

Problems In addition to the
opportunities for review at the end of
every module, each section ends
with a brief but complete Summary
of the key concepts, a list of key
terms, and a comprehensive set of
end-of-chapter problems. 

Each Section
ends with a
comprehensive
review and
problem set

P R E FA C E xxi
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Supplements and Media
We are pleased to offer an enhanced and completely
revised supplements and media package to accompany
this textbook. The package has been crafted by experi-
enced AP teachers to help instructors teach their AP
Economics course and to give students the tools to devel-
op their skills in economics and succeed on the AP
Economics Exam.

For Instructors
Teachers Resource Binder The TRB, written by Eric Dodge,
is a comprehensive resource for AP Economics teachers
that provides suggestions for organizing an AP Economics
course, including a sample syllabus, teaching strategies,
suggested resources, and AP tips that will prove helpful for
new and experienced AP teachers alike. In addition, the fol-
lowing components are provided for each module:
➤ Student learning objectives
➤ Key economic concepts
➤ Common student difficulties
➤ Class presentation ideas
➤ Pacing guides to suggest how much class time to spend

on the module
➤ Sample lectures
➤ In-class demonstrations and activities
➤ Solutions to AP Review problems from the textbook

Instructor’s Resource CD-ROM The CD-ROM contains all
text figures (in JPEG and PPT formats), PowerPoint lecture
slides, and detailed solutions to all of CYU, Tackle the Test,
and end-of-section problems. Using the Instructor’s
Resource CD-ROM, the teacher can easily build classroom
presentations or enhance online courses. 

Printed Test Bank by Eric R. Dodge. The Test Bank provides
a wide range of AP-style multiple choice and short answer
questions appropriate for assessing student comprehen-
sion, interpretation, analysis, and synthesis skills. With
close to 3000 questions, the Test Bank offers multiple-
choice and short answer questions designed for compre-
hensive coverage of the AP course concepts. Questions
have been checked for correlation with the text content
and notation, overall usability, and accuracy.

The questions are organized by Section, keyed to the
pertinent module(s), and categorized by degree of difficul-
ty. The Test Bank includes questions designed to represent
the various question formats used on the AP exam. It con-
tains questions based on the graphs that appear in the
book. These questions ask students to use the graphical
models developed in the textbook and to interpret the
information presented in the graph. Selected questions are
paired with scenarios to reinforce comprehension.

Computerized Test Bank The printed Test Bank is also avail-
able on a CD-ROM (Windows and Macintosh) and allows
users to write and edit questions as well as create and
print tests. Questions may be sorted according to various
information fields and scrambled to create different ver-
sions of tests.

Lecture PowerPoint Presentation Created by David Mayer
and Margaret Ray, the enhanced PowerPoint presentation
slides are designed to assist teachers with lecture prepara-
tion and presentations. The slides contain graphs, data
tables, and bulleted lists of key concepts suitable for lecture
presentation. Key figures from the text are replicated and
animated to demonstrate how they build. Notes to the
Instructor are included to provide added tips, class exercises,
examples, and explanations to enhance classroom presen-
tations. The PowerPoint presentations may also be cus-
tomized by adding personalized data, questions, and
lecture notes. The files may be accessed on the instructor’s
side of the Web site or on the Instructor’s Resource 
CD-ROM.

For Students
Strive for a 5 Prepared by Margaret Ray and David Mayer,
this guide serves as a study guide for students as they com-
plete the course and as an AP test preparation resource. It
reinforces the topics and key concepts covered in the text
and on the AP exam. 

The study guide component of Strive for a 5 begins with
an overview of the sections to provide a big picture con-
text and to review how the textbook content correlates to
the AP exam weighting and then shifts to a module by
module review. The coverage for each module is organized
as follows:

Before You Read the Module
➤ Summary: an opening paragraph that provides a brief

overview of the chapter.
➤ Learning Objectives: a numbered list outlining and

describing the most important concepts in the module.
➤ A review and discussion of key models and/or graphs

introduced in the module. 

While You Read the Module
➤ Key Terms: a list of boldface key terms —including room

for definitions and note-taking.
➤ What to watch for: A list of questions that prompt stu-

dents to look for key information as they read, with
space left for answers and note taking. 

Preface
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After You Read the Module
➤ Review questions: fill-in-the blank questions that

review important material in the module.
➤ Featured graph: a graphing exercise that helps stu-

dents understand and draw the important graphs in
the module.

➤ Practice questions: study questions, and sample free
response questions to help review the material in the
module.

Answer Key
➤ Solutions: detailed solutions to the Questions, and

Exercises in the Study Guide.

The AP preparation section of Strive for a 5 is a comprehen-
sive test review resource. It begins with a diagnostic pre-
test and instructions to help students determine where to
focus their test preparation efforts. Test preparation tips,
suggestions for setting a test preparation schedule, and
advice on how to study effectively and efficiently in prepa-
ration for the AP exam are also featured. Finally, sample
practice tests that simulate the AP exam with solutions
and sample grading rubrics are provided. Information
about purchasing the Strive for a 5 guide may be found on
the Web site.

Krugman’s Macroeconomics for AP*, eBook The eBook fully
integrates the text with the student media including ani-
mated graphs. The eBook also offers a range of customiza-
tion features including bookmarking, highlighting,
note-taking, plus a convenient glossary.

Book Companion Web Site for Students and
Instructors
www.bfwpub.com/highschool/Krugman_AP_Macro
The companion Web site offers valuable tools for both
instructors—including access to the contents of the
Instructors Resource CD and suggestions for additional
resources—and for students—additional opportunities for
self-testing and review. For additional information on the
supplements package and other offerings check out the
Web site.
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The annual meeting of the American Economic Associa-
tion draws thousands of economists, young and old, fa-
mous and obscure. There are booksellers, business
meetings, and quite a few job interviews. But mainly the
economists gather to talk and listen. During the busiest
times, 60 or more presentations may be taking place si-
multaneously, on questions that range from the future
of the stock market to who does the cooking in two-
earner families.

What do these people have in common? An expert on
the stock market probably knows very little about the eco-
nomics of housework, and vice versa. Yet an economist
who wanders into the wrong seminar and ends up listening
to presentations on some unfamiliar topic is nonetheless
likely to hear much that is familiar. The reason is that all
economic analysis is based on a set of common princi-
ples that apply to many different issues.

Some of these principles involve individual
choice—for economics is, first of all,
about the choices that individuals
make. Do you choose to work dur-
ing the summer or take a back-
packing trip? Do you buy a new
CD or go to a movie? These deci-
sions involve making a choice
from among a limited
number of alternatives—
limited because no one
can have everything that
he or she wants. Every
question in economics at
its most basic level in-
volves individuals mak-
ing choices.

But to understand
how an economy
works, you need to
understand more
than how individ-

uals make choices. None of us lives like Robinson Crusoe,
alone on an island—we must make decisions in an environ-
ment that is shaped by the decisions of others. Indeed, in
our global economy even the simplest decisions you make—
say, what to have for breakfast—are shaped by the decisions
of thousands of other people, from the banana grower in
Costa Rica who decided to grow the fruit you eat to the
farmer in Iowa who provided the corn in your cornflakes.
And because each of us depends on so many others—and
they, in turn, depend on us—our choices interact. So al-
though all economics at a basic level is about individual
choice, in order to understand behavior within an economy
we must also understand economic interaction—how my
choices affect your choices, and vice versa.

Many important economic interactions can be under-
stood by looking at the markets for individual goods—for

example, the market for corn. But we must also un-
derstand economy-wide interactions in order to

understand how they can lead to the ups and
downs we see in the economy as a whole.

In this section we discuss the study of economics
and the difference between microeconomics

and macroeconomics. We also introduce
the major topics within macroeco-

nomics and the use of models
to study the macroeconomy.
Finally, we present the produc-
tion possibilities curve model
and use it to understand basic

economic activity, includ-
ing trade between two

econ o mies. Because the
study of economics

relies on graphical
models, an appen-
dix on the use 
of graphs fol-
lows the end of
this section.

Module 1: The Study of Economics

Module 2: Introduction to Macroeconomics

Module 3: The Production Possibilities 
Curve Model

Module 4: Comparative Advantage and Trade

Appendix: Graphs in Economics 

Economics by Example:

What’s to Love About Economics?

s e c t i o n

Basic
Economic

Concepts

?
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What you will learn 
in this Module:

2 s e c t i o n I B a s i c  E c o n o m i c  C o n c e p t s

• How scarcity and choice are

central to the study of

economics

• The importance of

opportunity cost in individual

choice and decision making

• The difference between

positive economics and

normative economics

• When economists agree 

and why they sometimes

disagree

• What makes

macroeconomics different

from microeconomics

Module 1
The Study of
Economics

Individual Choice: The Core of Economics
Economics is the study of scarcity and choice. Every economic issue involves, at its
most basic level, individual choice—decisions by individuals about what to do and
what not to do. In fact, you might say that it isn’t economics if it isn’t about choice.

Step into a big store such as Walmart or Target. There are thousands of different
products available, and it is extremely unlikely that you—or anyone else—could afford
to buy everything you might want to have. And anyway, there’s only so much space in
your room. Given the limitations on your budget and your living space, you must
choose which products to buy and which to leave on the shelf.

The fact that those products are on the shelf in the first place involves choice—the
store manager chose to put them there, and the manufacturers of the products chose to
produce them. The economy is a system that coordinates choices about production
with choices about consumption, and distributes goods and services to the people who
want them. The United States has a market economy, in which production and con-
sumption are the result of decentralized decisions by many firms and individuals.
There is no central authority telling people what to produce or where to ship it. Each
individual producer makes what he or she thinks will be most profitable, and each con-
sumer buys what he or she chooses.

All economic activities involve individual choice. Let’s take a closer look at what this
means for the study of economics.

Resources Are Scarce
You can’t always get what you want. Almost everyone would like to have a beautiful
house in a great location (and help with the housecleaning), two or three luxury cars,
and frequent vacations in fancy hotels. But even in a rich country like the United States,
not many families can afford all of that. So they must make choices—whether to go to
Disney World this year or buy a better car, whether to make do with a small backyard or
accept a longer commute in order to live where land is cheaper.

Economics is the study of scarcity 

and choice.

Individual choice is decisions by

individuals about what to do, which

necessarily involve decisions about what not

to do.

An economy is a system for coordinating a

society’s productive and consumptive

activities.

In a market economy, the decisions of

individual producers and consumers largely

determine what, how, and for whom to

produce, with little government involvement in

the decisions.
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Limited income isn’t the only thing that keeps people from having everything
they want. Time is also in limited supply: there are only 24 hours in a day. And be-
cause the time we have is limited, choosing to spend time on one activity also means
choosing not to spend time on a different activity—spending time studying for an
exam means forgoing a night at the movies. Indeed, many people feel so limited by
the number of hours in the day that they are willing to trade money for time. For ex-
ample, convenience stores usually charge higher prices than larger supermarkets.
But they fulfill a valuable role by catering to customers who would rather pay more
than spend the time traveling farther to a supermarket where they might also have
to wait in longer lines.

Why do individuals have to make choices? The ultimate reason is that resources are
scarce. A resource is anything that can be used to produce something else. The econ-
omy’s resources, sometimes called factors of production, can be classified into four cate-
gories: land (including timber, water, minerals, and all other resources that come from
nature), labor (the effort of workers), capital (machinery, buildings, tools, and all
other manufactured goods used to make other goods and services), and entrepreneur-
ship (risk taking, innovation, and the organization of resources for production). A re-
source is scarce when there is not enough of it available to satisfy the various ways a
society wants to use it. For example, there are limited supplies of oil and coal, which
currently provide most of the energy used to produce and deliver everything we buy.
And in a growing world economy with a rapidly increasing human population, even
clean air and water have become scarce resources.

Just as individuals must make choices, the scarcity of resources means that society
as a whole must make choices. One way for a society to make choices is simply to
allow them to emerge as the result of many individual choices. For example, there are
only so many hours in a week, and Americans must decide how to spend their time.
How many hours will they spend going to supermarkets to get lower prices rather
than saving time by shopping at convenience stores? The answer is the sum of indi-
vidual decisions: each of the millions of individuals in the economy makes his or her
own choice about where to shop, and society’s choice is simply the sum of those indi-
vidual decisions.

For various reasons, there are some decisions that a society decides are best not
left to individual choice. For example, two of the authors live in an area that until re-
cently was mainly farmland but is now being rapidly built up. Most local residents
feel that the community would be a more pleasant place to live if some of the land
were left undeveloped. But no individual has an incentive to keep his or her land as
open space, rather than sell it to a developer. So a trend has emerged in many com-
munities across the United States of local governments purchasing undeveloped
land and preserving it as open space. Decisions about how to use scarce resources are
often best left to individuals but sometimes should be made at a higher, community-
wide, level.

Opportunity Cost: The Real Cost of Something Is 
What You Must Give Up to Get It 
Suppose it is the last term before you graduate and you must decide
which college to attend. You have narrowed your choices to a small
liberal arts college near home or a large state university several hours
away. If you decide to attend the local liberal arts college, what is the
cost of that decision? Of course, you will have to pay for tuition,
books, and housing, no matter which college you choose. Added to
the cost of choosing the local college is the forgone opportunity to
attend the large state university, your next best alternative. Econo-
mists call the value of what you must give up when you make a par-
ticular choice an opportunity cost.

A resource is anything that can be used 

to produce something else. 

Land refers to all resources that come 

from nature, such as minerals, timber and

petroleum. 

Labor is the effort of workers.

Capital refers to manufactured goods 

used to make other goods and services.

Entrepreneurship describes the efforts 

of entrepreneurs in organizing resources 

for production, taking risks to create new

enterprises, and innovating to develop 

new products and production processes. 

A scarce resource is not available in

sufficient quantities to satisfy all the various

ways a society wants to use it. 

The real cost of an item is its opportunity

cost: what you must give up in order to 

get it.
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Opportunity costs are crucial to individual choice because, in the end, all costs are
opportunity costs. That’s because with every choice, an alternative is forgone—money
or time spent on one thing can’t be spent on another. If you spend $15 on a pizza, you
forgo the opportunity to spend that $15 on a steak. If you spend Saturday afternoon
at the park, you can’t spend Saturday afternoon doing homework. And if you attend
one school, you can’t attend another. 

The park and school examples show that economists are concerned with more than
just costs paid in dollars and cents. The forgone opportunity to do homework has no
direct monetary cost, but it is an opportunity cost nonetheless. And if the local college
and the state university have the same tuition and fees, the cost of choosing one
school over the other has nothing to do with payments and everything to do with for-
gone opportunities. 

Now suppose tuition and fees at the state university are $5,000 less than at the local
college. In that case, what you give up to attend the local college is the ability to attend
the state university plus the enjoyment you could have gained from spending $5,000 on
other things. So the opportunity cost of a choice includes all the costs, whether or not
they are monetary costs, of making that choice.

The choice to go to college at all provides an important final example of opportunity
costs. High school graduates can either go to college or seek immediate employment.
Even with a full scholarship that would make college “free” in terms of monetary costs,
going to college would still be an expensive proposition because most young people, if
they were not in college, would have a job. By going to college, students forgo the in-
come they could have earned if they had gone straight to work instead. Therefore, the
opportunity cost of attending college is the value of all necessary monetary payments
for tuition and fees plus the forgone income from the best available job that could take
the place of going to college.

For most people the value of a college degree far exceeds the value of alternative
earnings, with notable exceptions. The opportunity cost of going to college is high for
people who could earn a lot during what would otherwise be their college years. Basket-
ball star LeBron James bypassed college because the opportunity cost would have in-
cluded his $13 million contract with the Cleveland Cavaliers and even more from
corporate sponsors Nike and Coca-Cola. Golfer Tiger Woods, Microsoft co-founder
Bill Gates, and actor Matt Damon are among the high achievers who decided the op-
portunity cost of completing college was too much to swallow. 
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Got a Penny?
At many cash registers there is a little basket full

of pennies. People are encouraged to use the

basket to round their purchases up or down. If an

item costs $5.02, you give the cashier $5.00 and

take two pennies from the basket to give to the

cashier. If an item costs $4.99, you pay $5.00

and the cashier throws a penny into the basket. It

makes everyone’s life a bit easier. Of course, it

would be easier still if we just abolished the

penny, a step that some economists have urged.

But why do we have pennies in the first

place? If it’s too small a sum to worry about,

why calculate prices that precisely?

The answer is that a penny wasn’t always

such a negligible sum: the purchasing power of a

penny has been greatly reduced by inflation, a

general rise in the prices of all goods and serv-

ices over time. Forty years ago, a penny had

more purchasing power than a nickel does today.

Why does this matter? Well, remember the

saying “A penny saved is a penny earned”? Of

course, there are other ways to earn money, so

you must decide whether saving a penny is a

productive use of your time. Could you earn

more by devoting that time to other uses?

Sixty years ago, the average wage was about

$1.20 an hour. A penny was equivalent to 30

seconds’ worth of work, so it was worth saving

a penny if doing so took less than 30 seconds.

But wages have risen along with overall prices,

so that the average worker is now paid more

than $18 per hour. A penny is therefore equiva-

lent to just a little under 2 seconds of work, so

it’s not worth the opportunity cost of the time it

takes to worry about a penny more or less.

In short, the rising opportunity cost of time in

terms of money has turned a penny from a use-

ful coin into a nuisance.

fy i

LeBron James understood the concept of
opportunity cost. 
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Microeconomics Versus Macroeconomics 
We have presented economics as the study of choices and described how, at its most
basic level, economics is about individual choice. The branch of economics concerned
with how individuals make decisions and how these decisions interact is called micro-
economics. Microeconomics focuses on choices made by individuals, households, or
firms—the smaller parts that make up the economy as a whole. 

Macroeconomics focuses on the bigger picture—the overall ups and downs of the
economy. When you study macroeconomics, you learn how economists explain these
fluctuations and how governments can use economic policy to minimize the damage
they cause. Macroeconomics focuses on economic aggregates—economic measures
such as the unemployment rate, the inflation rate, and gross domestic product—that
summarize data across many different markets. 

Table 1.1 lists some typical questions that involve economics. A microeconomic ver-
sion of the question appears on the left, paired with a similar macroeconomic question
on the right. By comparing the questions, you can begin to get a sense of the difference
between microeconomics and macroeconomics.

As these questions illustrate, microeconomics focuses on how individuals and
firms make decisions, and the consequences of those decisions. For example, a school
will use microeconomics to determine how much it would cost to offer a new course,
which includes the instructor’s salary, the cost of class materials, and so on. By
weighing the costs and benefits, the school can then decide whether or not to offer
the course. Macroeconomics, in contrast, examines the overall behavior of the econ-
omy—how the actions of all of the individuals and firms in the economy interact to
produce a particular economy-wide level of economic performance. For example,
macroeconomics is concerned with the general level of prices in the economy and
how high or low they are relative to prices last year, rather than with the price of a
particular good or service.

Positive Versus Normative Economics
Economic analysis, as we will see throughout this book, draws on a set of basic eco-
nomic principles. But how are these principles applied? That depends on the pur-
pose of the analysis. Economic analysis that is used to answer questions about the
way the world works, questions that have definite right and wrong answers, is
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Microeconomics is the study of how 

people make decisions and how those

decisions interact.

Macroeconomics is concerned with the

overall ups and downs in the economy.

Economic aggregates are economic

measures that summarize data across 

many different markets.

t a b l e 1.1

Microeconomic Versus Macroeconomic Questions

Microeconomic Questions Macroeconomic Questions

Should I go to college or get a job after high 
school?

What determines the salary that Citibank offers 
to a new college graduate?

What determines the cost to a high school of 
offering a new course?

What government policies should be adopted to 
make it easier for low-income students to 
attend college?

What determines the number of iPhones 
exported to France?

How many people are employed in the economy 
as a whole this year?

What determines the overall salary levels paid to 
workers in a given year?

What determines the overall level of prices in the 
economy as a whole?

What government policies should be adopted to 
promote employment and growth in the 
economy as a whole?

What determines the overall trade in goods, 
services, and financial assets between the 
United States and the rest of the world?



known as positive economics. In contrast, economic analysis that involves saying
how the world should work is known as normative economics.

Imagine that you are an economic adviser to the governor of your state and the gov-
ernor is considering a change to the toll charged along the state turnpike. Below are
three questions the governor might ask you.

1. How much revenue will the tolls yield next year?

2. How much would that revenue increase if the toll were raised from $1.00 to $1.50?

3. Should the toll be raised, bearing in mind that a toll increase would likely reduce
traffic and air pollution near the road but impose some financial hardship on fre-
quent commuters?

There is a big difference between the first two questions and the third one. The first
two are questions about facts. Your forecast of next year’s toll revenue without any in-
crease will be proved right or wrong when the numbers actually come in. Your estimate
of the impact of a change in the toll is a little harder to check—the increase in revenue
depends on other factors besides the toll, and it may be hard to disentangle the causes
of any change in revenue. Still, in principle there is only one right answer.

But the question of whether or not tolls should be raised may not have a “right” an-
swer—two people who agree on the effects of a higher toll could still disagree about
whether raising the toll is a good idea. For example, someone who lives near the turn-

pike but doesn’t commute on it will care a lot about
noise and air pollution but not so much about com-
muting costs. A regular commuter who doesn’t live
near the turnpike will have the opposite priorities.

This example highlights a key distinction between
the two roles of economic analysis and presents an-
other way to think about the distinction between posi-
tive and normative analysis: positive economics is
about description, and normative economics is about
prescription. Positive economics occupies most of the
time and effort of the economics profession.

Looking back at the three questions the governor
might ask, it is worth noting a subtle but important dif-
ference between questions 1 and 2. Question 1 asks for
a simple prediction about next year’s revenue—a fore-
cast. Question 2 is a “what if” question, asking how rev-
enue would change if the toll were to change.

Economists are often called upon to answer both types of questions. Economic models,
which provide simplified representations of reality such as graphs or equations, are espe-
cially useful for answering “what if” questions.

The answers to such questions often serve as a guide to policy, but they are still
predictions, not prescriptions. That is, they tell you what will happen if a policy is
changed, but they don’t tell you whether or not that result is good. Suppose that
your economic model tells you that the governor’s proposed increase in highway tolls
will raise property values in communities near the road but will tax or inconvenience
people who currently use the turnpike to get to work. Does that information make
this proposed toll increase a good idea or a bad one? It depends on whom you ask. As
we’ve just seen, someone who is very concerned with the communities near the road
will support the increase, but someone who is very concerned with the welfare of
drivers will feel differently. That’s a value judgment—it’s not a question of positive
economic analysis.

Still, economists often do engage in normative economics and give policy advice.
How can they do this when there may be no “right” answer? One answer is that econo-
mists are also citizens, and we all have our opinions. But economic analysis can often
be used to show that some policies are clearly better than others, regardless of individ-
ual opinions.
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Positive economics is the branch of

economic analysis that describes the way 

the economy actually works.

Normative economics makes prescriptions

about the way the economy should work.

Should the toll be raised?
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Suppose that policies A and B achieve the same goal, but policy A makes everyone
better off than policy B—or at least makes some people better off without making other
people worse off. Then A is clearly more efficient than B. That’s not a value judgment:
we’re talking about how best to achieve a goal, not about the goal itself.

For example, two different policies have been used to help low-income families ob-
tain housing: rent control, which limits the rents landlords are allowed to charge, and
rent subsidies, which provide families with additional money with which to pay rent.
Almost all economists agree that subsidies are the more efficient policy. (In a later
module we’ll see why this is so.) And so the great majority of economists, whatever their
personal politics, favor subsidies over rent control.

When policies can be clearly ranked in this way, then economists generally agree.
But it is no secret that economists sometimes disagree.

When and Why Economists Disagree
Economists have a reputation for arguing with each other. Where does this reputation
come from?

One important answer is that media coverage tends to exaggerate the real differences
in views among economists. If nearly all economists agree on an issue—for example, the
proposition that rent controls lead to housing shortages—reporters and editors are
likely to conclude that there is no story worth covering, and so the professional consen-
sus tends to go unreported. But when there is some issue on which prominent econo-
mists take opposing sides—for example, whether cutting taxes right now would help the
economy—that does make a good news story. So you hear much more about the areas of
disagreement among economists than you do about the many areas of agreement.

It is also worth remembering that economics is, unavoidably, often tied up in poli-
tics. On a number of issues, powerful interest groups know what opinions they want to
hear. Therefore, they have an incentive to find and promote economists who profess
those opinions, which gives these economists a prominence and visibility out of pro-
portion to their support among their colleagues.

Although the appearance of disagreement among economists exceeds the reality, it
remains true that economists often do disagree about important things. For example,
some highly respected economists argue vehemently that the U.S. government should
replace the income tax with a value-added tax (a national sales tax, which is the main
source of government revenue in many European countries). Other equally respected
economists disagree. What are the sources of this difference of opinion?

One important source of differences is in values: as in any diverse group of individu-
als, reasonable people can differ. In comparison to an income tax, a value-added tax
typically falls more heavily on people with low incomes. So an
economist who values a society with more social and income
equality will likely oppose a value-added tax. An economist with
different values will be less likely to oppose it.

A second important source of differences arises from the way
economists conduct economic analysis. Economists base their
conclusions on models formed by making simplifying assump-
tions about reality. Two economists can legitimately disagree
about which simplifications are appropriate—and therefore ar-
rive at different conclusions.

Suppose that the U.S. government was considering a value-
added tax. Economist A may rely on a simplification of reality
that focuses on the administrative costs of tax systems—that is,
the costs of monitoring compliance, processing tax forms, collect-
ing the tax, and so on. This economist might then point to the
well-known high costs of administering a value-added tax and
argue against the change. But economist B may think that the
right way to approach the question is to ignore the administrative
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costs and focus on how the proposed law would change individual savings behavior.
This economist might point to studies suggesting that value-added taxes promote
higher consumer saving, a desirable result. Because the economists have made different
simplifying assumptions, they arrive at different conclusions. And so the two econo-
mists may find themselves on different sides of the issue.

Most such disputes are eventually resolved by the accumulation of evidence that
shows which of the various simplifying assumptions made by economists does a better
job of fitting the facts. However, in economics, as in any science, it can take a long time
before research settles important disputes—decades, in some cases. And since the econ-
omy is always changing in ways that make old approaches invalid or raise new policy
questions, there are always new issues on which economists disagree. The policy maker
must then decide which economist to believe.
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When Economists Agree
“If all the economists in the world were laid end

to end, they still couldn’t reach a conclusion.”

So goes one popular economist joke. But do

economists really disagree that much?

Not according to a classic survey of mem-

bers of the American Economic Association,

reported in the May 1992 issue of the Ameri-
can Economic Review. The authors asked 

respondents to agree or disagree with a num-

ber of statements about the economy; what

they found was a high level of agreement

among professional economists on many of

the statements. At the top of the list, with 

more than 90% of the economists agreeing,

were the statements “Tariffs and import quo-

tas usually reduce general economic welfare”

and “A ceiling on rents reduces the quantity

and quality of housing available.” What’s 

striking about these two statements is that

many noneconomists disagree: tariffs and im-

port quotas to keep out foreign-produced

goods are favored by many voters, and pro-

posals to do away with rent control in cities

like New York and San Francisco have met

fierce political opposition.

So is the stereotype of quarreling economists

a myth? Not entirely. Economists do disagree

quite a lot on some issues, especially in macro-

economics, but they also find a great deal of

common ground.

fy i

M o d u l e 1 AP R e v i e w

Check Your Understanding 
1. What are the four categories of resources? Give an example of a

resource from each category.

2. What type of resource is each of the following?
a. time spent flipping hamburgers at a restaurant
b. a bulldozer
c. a river

3. You make $45,000 per year at your current job with Whiz Kids
Consultants. You are considering a job offer from Brainiacs, Inc.,
which would pay you $50,000 per year. Which of the following
are elements of the opportunity cost of accepting the new job at
Brainiacs, Inc.? Answer yes or no, and explain your answer.

a. the increased time spent commuting to your new job
b. the $45,000 salary from your old job
c. the more spacious office at your new job

4. Identify each of the following statements as positive or
normative, and explain your answer.
a. Society should take measures to prevent people from

engaging in dangerous personal behavior.
b. People who engage in dangerous personal behavior impose

higher costs on society through higher medical costs.

Solutions appear at the back of the book.
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1. Define resources, and list the four categories of resources. What
characteristic of resources results in the need to make choices?

Answer (6 points)

1 point: Resources are anything that can be used to produce something else.

1 point each: The four categories of the economy’s resources are land, labor,
capital, and entrepreneurship.

1 point: The characteristic that results in the need to make choices is scarcity.

2. In what type of economic analysis do questions have a “right”
or “wrong” answer? In what type of economic analysis do
questions not necessarily have a “right” answer? On what type
of economic analysis do economists tend to disagree most
frequently? Why might economists disagree? Explain.

Tackle the Test: Free-Response Questions

Tackle the Test: Multiple-Choice Questions
1. Which of the following is an example of a resource? 

I. petroleum
II. a factory

III. a cheeseburger dinner
a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

2. Which of the following situations represent(s) resource scarcity?
I. Rapidly growing economies experience increasing levels

of water pollution.
II. There is a finite amount of petroleum in the physical

environment.
III. Cassette tapes are no longer being produced.

a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III 

3. Suppose that you prefer reading a book you already own to
watching TV and that you prefer watching TV to listening to
music. If these are your only three choices, what is the
opportunity cost of reading? 

a. watching TV and listening to music
b. watching TV
c. listening to music
d. sleeping
e. the price of the book

4. Which of the following statements is/are normative?
I. The price of gasoline is rising.

II. The price of gasoline is too high.
III.Gas prices are expected to fall in the near future.

a. I only
b. II only
c. III only
d. I and III only
e. I, II, and III

5. Which of the following questions is studied in
microeconomics?
a. Should I go to college or get a job after I graduate?
b. What government policies should be adopted to promote

employment in the economy?
c. How many people are employed in the economy this year?
d. Has the overall level of prices in the economy increased or

decreased this year?
e. What determines the overall salary levels paid to workers in a

given year?



What you will learn 
in this Module:
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• What a business cycle is and

why policy makers seek to

diminish the severity of

business cycles

• How employment and

unemployment are measured

and how they change over

the business cycle

• The definition of aggregate

output and how it changes

over the business cycle

• The meaning of inflation and

deflation and why price

stability is preferred

• How economic growth

determines a country’s

standard of living

• Why models—simplified

representations of

reality—play a crucial role 

in economics

Module 2
Introduction to
Macroeconomics

Today many people enjoy walking, biking, and horseback riding through New York’s
beautiful Central Park. But in 1932 there were many people living there in squalor. At
that time, Central Park contained one of the many “Hoovervilles”—the shantytowns
that had sprung up across America as a result of a catastrophic economic slump that
had started in 1929. Millions of people were out of work and unable to feed, clothe, and
house themselves and their families. Beginning in 1933, the U.S. economy would stage
a partial recovery. But joblessness stayed high throughout the 1930s—a period that
came to be known as the Great Depression.

Why “Hooverville”? These shantytowns were named after President Herbert Hoover,
who had been elected president in 1928. When the Depression struck, people blamed
the president: neither he nor his economic advisers seemed to understand what had
happened or to know what to do. At that time, the field of macroeconomics was still in
its infancy. It was only after the economy was plunged into catastrophe that econo-
mists began to closely examine how the macroeconomy works and to develop policies
that might prevent such disasters in the future. To this day, the effort to understand
economic slumps and find ways to prevent them is at the core of macroeconomics.

In this module we will begin to explore the key features of macroeconomic analysis.
We will look at some of the field’s major concerns, including business cycles, employ-
ment, aggregate output, price stability, and economic growth. 

The Business Cycle
The alternation between economic downturns and upturns in the macroeconomy is
known as the business cycle. A depression is a very deep and prolonged downturn; for-
tunately, the United States hasn’t had one since the Great Depression of the 1930s. In-
stead, we have experienced less prolonged economic downturns known as recessions,
periods in which output and employment are falling. These are followed by economic
upturns—periods in which output and employment are rising—known as expansions
(sometimes called recoveries). According to the National Bureau of Economic Research

The business cycle is the short-run

alternation between economic downturns,

known as recessions, and economic upturns,

known as expansions.

A depression is a very deep and prolonged

downturn.

Recessions are periods of economic

downturns when output and employment 

are falling.

Expansions, or recoveries, are periods of

economic upturns when output and

employment are rising.



there have been 11 recessions in the United States since World War II. During that pe-
riod the average recession has lasted 10 months, and the average expansion has lasted 57
months. The average length of a business cycle, from the beginning of a recession to the
beginning of the next recession, has been 5 years and 7 months. The shortest business
cycle was 18 months, and the longest was 10 years and 8 months. The most recent eco-
nomic downturn started in December, 2007. Figure 2.1 shows the history of the U.S. un-
employment rate since 1989 and the timing of business cycles. Recessions are indicated
in the figure by the shaded areas.

The business cycle is an enduring feature of the economy. But even though ups and
downs seem to be inevitable, most people believe that macroeconomic analysis has
guided policies that help smooth out the business cycle and stabilize the economy.

What happens during a business cycle, and how can macroeconomic policies ad-
dress the downturns? Let’s look at three issues: employment and unemployment, ag-
gregate output, and inflation and deflation.
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The U.S. Unemployment Rate
and the Timing of Business
Cycles, 1989–2009 
The unemployment rate, a measure of jobless-
ness, rises sharply during recessions (indi-
cated by shaded areas) and usually falls
during expansions. 
Source: Bureau of Labor Statistics.
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Defining Recessions and Expansions
Some readers may be wondering exactly how

recessions and expansions are defined. The an-

swer is that there is no exact definition! 

In many countries, economists adopt the

rule that a recession is a period of at least two

consecutive quarters (a quarter is three

months), during which aggregate output falls.

The two-consecutive-quarter requirement is

designed to avoid classifying brief hiccups in

the economy’s performance, with no lasting

significance, as recessions. 

Sometimes, however, this definition seems

too strict. For example, an economy that has

three months of sharply declining output, 

then three months of slightly positive growth,

then another three months of rapid decline,

should surely be considered to have endured a

nine-month recession. 

In the United States, we try to avoid 

such misclassifications by assigning the 

task of determining when a recession 

begins and ends to an independent panel 

of experts at the National Bureau of 

Economic Research (NBER). This panel looks

at a variety of economic indicators, with 

the main focus on employment and produc-

tion, but ultimately, the panel makes a judg-

ment call. 

Sometimes this judgment is controversial. In

fact, there is lingering controversy over the 2001

recession. According to the NBER, that recession

began in March 2001 and ended in November

2001, when output began rising. Some critics

argue, however, that the recession really began

several months earlier, when industrial produc-

tion began falling. Other critics argue that the re-

cession didn’t really end in 2001 because

employment continued to fall and the job market

remained weak for another year and a half.
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Employment, Unemployment, and the Business Cycle
Although not as severe as a depression, a recession is clearly an undesirable event. Like
a depression, a recession leads to joblessness, reduced production, reduced incomes,
and lower living standards.

To understand how job loss relates to the adverse effects of recessions, we need to
understand something about how the labor force is structured. Employment is the
total number of people currently working for pay, and unemployment is the total
number of people who are actively looking for work but aren’t currently employed. A

country’s labor force is the sum of employment and unemployment. 
The unemployment rate—the percentage of the labor force that is

unemployed—is usually a good indicator of what conditions are like
in the job market: a high unemployment rate signals a poor job mar-
ket in which jobs are hard to find; a low unemployment rate indicates
a good job market in which jobs are relatively easy to find. In general,
during recessions the unemployment rate is rising, and during expan-
sions it is falling. Look again at Figure 2.1, which shows the unem-
ployment rate from 1989 through 2009. The graph shows significant
changes in the unemployment rate. Note that even in the most pros-
perous times there is some unemployment. A booming economy, like
that of the late 1990s, can push the unemployment rate down to 4%
or even lower. But a severe recession, like the one that began in 2007,
can push the unemployment rate into double digits. 

Aggregate Output and the Business Cycle
Rising unemployment is the most painful consequence of a recession, and falling un-
employment the most urgently desired feature of an expansion. But the business cycle
isn’t just about jobs—it’s also about output: the quantity of goods and services pro-
duced. During the business cycle, the economy’s level of output and its unemployment
rate move in opposite directions. At lower levels of output, fewer workers are needed,
and the unemployment rate is relatively high. Growth in output requires the efforts of
more workers, which lowers the unemployment rate. To measure the rise and fall of an
economy’s output, we look at aggregate output—the economy’s total production of
goods and services for a given time period, usually a year. Aggregate output normally
falls during recessions and rises during expansions.

Inflation, Deflation, and Price Stability
In 1970 the average production worker in the United States was paid $3.40 an hour. By
October 2009 the average hourly earnings for such a worker had risen to $18.74 an
hour. Three cheers for economic progress!

But wait—American workers were paid much more in 2009, but they also faced a
much higher cost of living. In 1970 a dozen eggs cost only about $0.58; by October
2009 that was up to $1.60. The price of a loaf of white bread went from about $0.20 to
$1.39. And the price of a gallon of gasoline rose from just $0.33 to $2.61. If we compare
the percentage increase in hourly earnings between 1970 and October 2009 with the in-
creases in the prices of some standard items, we see that the average worker’s paycheck
goes just about as far today as it did in 1970. In other words, the increase in the cost of
living wiped out many, if not all, of the wage gains of the typical worker from 1970 to
2009. What caused this situation?

Between 1970 and 2009 the economy experienced substantial inflation, a rise in
the overall price level. The opposite of inflation is deflation, a fall in the overall
price level. A change in the prices of a few goods changes the opportunity cost of
purchasing those goods but does not constitute inflation or deflation. These terms
are reserved for more general changes in the prices of goods and services through-
out the economy.
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Finding a job was difficult in 2009.

Employment is the number of people

currently employed in the economy.

Unemployment is the number of people

who are actively looking for work but aren’t

currently employed.

The labor force is equal to the sum of

employment and unemployment.

The unemployment rate is the percentage

of the labor force that is unemployed.

Output is the quantity of goods and services

produced.

Aggregate output is the economy’s total

production of goods and services for a given

time period. 

A rising overall price level is inflation.

A falling overall price level is deflation.
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Both inflation and deflation can pose problems for the economy. Inflation discour-
ages people from holding on to cash, because if the price level is rising, cash loses value.
That is, if the price level rises, a dollar will buy less than it would before. As we will see
later in our more detailed discussion of inflation, in periods of rapidly rising prices,
people stop holding cash altogether and instead trade goods for goods.

Deflation can cause the opposite problem. That is, if the overall price level falls, a
dollar will buy more than it would before. In this situation it can be more attractive for
people with cash to hold on to it than to invest in new factories and other productive
assets. This can deepen a recession.

In later modules we will look at other costs of inflation and deflation. For now we
note that, in general, economists regard price stability—meaning that the overall price
level is changing either not at all or only very slowly—as a desirable goal because it helps
keep the economy stable. 

Economic Growth 
In 1955 Americans were delighted with the nation’s prosperity. The economy was ex-
panding, consumer goods that had been rationed during World War II were available
for everyone to buy, and most Americans believed, rightly, that they were better off
than citizens of any other nation, past or present. Yet by today’s standards Ameri-
cans were quite poor in 1955. For example, in 1955 only 33% of American homes
contained washing machines, and hardly anyone had air conditioning. If we turn the
clock back to 1905, we find that life for most Americans was startlingly primitive by
today’s standards.

Why are the vast majority of Americans today able to afford conveniences that
many lacked in 1955? The answer is economic growth, an increase in the maxi-
mum possible output of an economy. Unlike the short-term increases in aggregate
output that occur as an economy recovers from a downturn in the business cycle,
economic growth is an increase in productive capacity that permits a sustained rise
in aggregate output over time. Figure 2.2 shows annual figures for U.S. real gross
domestic product (GDP) per capita—the value of final goods and services produced
in the U.S. per person—from 1900 to 2009. As a result of this economic growth, the
U.S. economy’s aggregate output per person was almost nine times as large in 2009
as it was in 1900.
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Growth, the Long View
Over the long run, growth in real GDP
per capita has dwarfed the ups and
downs of the business cycle. Except 
for the recession that began the 
Great Depression, recessions are al-
most invisible.
Source: Angus Maddison, “Statistics on World
Population, GDP and Per Capita GDP, 1–2006 AD,”
http://www.ggdc.net/maddison; Bureau of Eco-
nomic Analysis.
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Economic growth is fundamental to a nation’s prosperity. A sustained rise in out-
put per person allows for higher wages and a rising standard of living. The need for
economic growth is urgent in poorer, less developed countries, where a lack of basic ne-
cessities makes growth a central concern of economic policy. 

As you will see when studying macroeconomics, the goal of economic growth can be
in conflict with the goal of hastening recovery from an economic downturn. What is
good for economic growth can be bad for short-run stabilization of the business cycle,
and vice versa. 

We have seen that macroeconomics is concerned with the long-run trends in aggre-
gate output as well as the short-run ups and downs of the business cycle. Now that we
have a general understanding of the important topics studied in macroeconomics, we
are almost ready to apply economic principles to real economic issues. To do this re-
quires one more step—an understanding of how economists use models.

The Use of Models in Economics
In 1901, one year after their first glider flights at Kitty Hawk, the Wright brothers built
something else that would change the world—a wind tunnel. This was an apparatus
that let them experiment with many different designs for wings and control surfaces.
These experiments gave them knowledge that would make heavier-than-air flight pos-
sible. Needless to say, testing an airplane design in a wind tunnel is cheaper and safer
than building a full-scale version and hoping it will fly. More generally, models play a
crucial role in almost all scientific research—economics included.

A model is any simplified version of reality that is used to better understand real-life
situations. But how do we create a simplified representation of an economic situation?
One possibility—an economist’s equivalent of a wind tunnel—is to find or create a real
but simplified economy. For example, economists interested in the economic role of
money have studied the system of exchange that developed in World War II prison
camps, in which cigarettes became a universally accepted form of payment, even among
prisoners who didn’t smoke.

Another possibility is to simulate the workings of the economy on a computer. For
example, when changes in tax law are proposed, government officials use tax models—
large mathematical computer programs—to assess how the proposed changes would
affect different groups of people.

Models are important because their simplicity allows economists to focus on the ef-
fects of only one change at a time. That is, they allow us to hold everything else con-
stant and to study how one change affects the overall economic outcome. So when
building economic models, an important assumption is the other things equal as-
sumption, which means that all other relevant factors remain unchanged. Sometimes
the Latin phrase ceteris paribus, which means “other things equal,” is used. 

But it isn’t always possible to find or create a small-scale version of the whole econ-
omy, and a computer program is only as good as the data it uses. (Programmers have a
saying: garbage in, garbage out.) For many purposes, the most effective form of eco-
nomic modeling is the construction of “thought experiments”: simplified, hypotheti-
cal versions of real-life situations. And as you will see throughout this book,
economists’ models are very often in the form of a graph. In the next module, we will
look at the production possibilities curve, a model that helps economists think about the
choices every economy faces.
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A model is a simplified representation used

to better understand a real-life situation.

The other things equal assumption

means that all other relevant factors remain

unchanged. This is also known as the ceteris

paribus assumption. 
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Check Your Understanding 

Tackle the Test: Multiple-Choice Questions
1. During the recession phase of a business cycle, which of the

following is likely to increase?
a. the unemployment rate
b. the price level
c. economic growth rates
d. the labor force
e. wages

2. The labor force is made up of everyone who is
a. employed.
b. old enough to work.
c. actively seeking work.
d. employed or unemployed.
e. employed or capable of working.

3. A sustained increase in aggregate output over several 
decades represents
a. an expansion.
b. a recovery.

c. a recession.
d. a depression.
e. economic growth.

4. Which of the following is the most likely result of inflation?
a. falling employment
b. a dollar will buy more than it did before
c. people are discouraged from holding cash
d. price stability
e. low aggregate output per capita

5. The other things equal assumption allows economists to
a. avoid making assumptions about reality.
b. focus on the effects of only one change at a time.
c. oversimplify.
d. allow nothing to change in their model.
e. reflect all aspects of the real world in their model.

Tackle the Test: Free-Response Questions
1. Define an expansion and economic growth, and explain the

difference between the two concepts.

Answer (3 points) 

1 point: An expansion is the period of recovery after an economic downturn. 

1 point: Economic growth is an increase in the productive capacity of the
economy.

1 point: An expansion can occur regardless of any increase in the economy’s
long-term potential for production, and it only lasts until the next downturn,
while economic growth increases the economy’s ability to produce more goods
and services over the long term.

2. Define inflation, and explain why an increase in the price of
donuts does not indicate that inflation has occurred.

1. Why do we talk about business cycles for the economy as a
whole, rather than just talking about the ups and downs of
particular industries? 

2. Describe who gets hurt in a recession and how they are hurt.

Solutions appear at the back of the book.



What you will learn 
in this Module:
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• The importance of trade-offs

in economic analysis

• What the production

possibilities curve model tells

us about efficiency,

opportunity cost, and

economic growth

• The two sources of

economic growth—increases

in the availability of resources

and improvements in

technology

Module 3
The Production
Possibilities
Curve Model

A good economic model can be a tremendous aid to understanding. In this module, we
look at the production possibilities curve, a model that helps economists think about the trade-
offs every economy faces. The production possibilities curve helps us understand three im-
portant aspects of the real economy: efficiency, opportunity cost, and economic growth.

Trade-offs: The Production Possibilities Curve
The 2000 hit movie Cast Away, starring Tom Hanks, was an update of the classic story
of Robinson Crusoe, the hero of Daniel Defoe’s eighteenth-century novel. Hanks
played the role of a sole survivor of a plane crash who was stranded on a remote island.
As in the original story of Robinson Crusoe, the Hanks character had limited resources:
the natural resources of the island, a few items he managed to salvage from the plane,
and, of course, his own time and effort. With only these resources, he had to make a life.
In effect, he became a one-man economy.

One of the important principles of economics we introduced in Module 1 was that
resources are scarce. As a result, any economy—whether it contains one person or mil-
lions of people—faces trade-offs. You make a trade-off when you give up something in
order to have something else. For example, if a castaway devotes more resources to
catching fish, he benefits by catching more fish, but he cannot use those same re-
sources to gather coconuts, so the trade-off is that he has fewer coconuts.

To think about the trade-offs necessary in any economy, economists often use the
production possibilities curve model. The idea behind this model is to improve our
understanding of trade-offs by considering a simplified economy that produces only
two goods. This simplification enables us to show the trade-offs graphically.

Figure 3.1 shows a hypothetical production possibilities curve for Tom, a castaway
alone on an island, who must make a trade-off between fish production and coconut

You make a trade-off when you give up

something in order to have something else.

The production possibilities curve

illustrates the trade-offs facing an economy

that produces only two goods. It shows the

maximum quantity of one good that can be

produced for each possible quantity of the

other good produced.



production. The curve shows the maximum quantity of fish Tom can catch during a
week given the quantity of coconuts he gathers, and vice versa. That is, it answers ques-
tions of the form, “What is the maximum quantity of fish Tom can catch if he also
gathers 9 (or 15, or 30) coconuts?”

There is a crucial distinction between points inside or on the production possibilities
curve (the shaded area) and points outside the production possibilities curve. If a pro-
duction point lies inside or on the curve—like point C, at which Tom catches 20 fish
and gathers 9 coconuts—it is feasible. After all, the curve tells us that if Tom catches 20
fish, he could also gather a maximum of 15 coconuts, so he could certainly gather 9 co-
conuts. However, a production point that lies outside the curve—such as point D,
which would have Tom catching 40 fish and gathering 30 coconuts—isn’t feasible.

In Figure 3.1 the production possibilities curve intersects the horizontal axis at 40
fish. This means that if Tom devoted all his resources to catching fish, he would catch
40 fish per week but would have no resources left over to gather coconuts. The produc-
tion possibilities curve intersects the vertical axis at 30 coconuts. This means that if
Tom devoted all his resources to gathering coconuts, he could gather 30 coconuts per
week but would have no resources left over to catch fish. Thus, if Tom wants 30 co-
conuts, the trade-off is that he can’t have any fish.

The curve also shows less extreme trade-offs. For example, if Tom decides to catch
20 fish, he would be able to gather at most 15 coconuts; this production choice is illus-
trated by point A. If Tom decides to catch 28 fish, he could gather at most 9 coconuts,
as shown by point B.

Thinking in terms of a production possibilities curve simplifies the complexities of
reality. The real-world economy produces millions of different goods. Even a castaway
on an island would produce more than two different items (for example, he would need
clothing and housing as well as food). But in this model we imagine an economy that
produces only two goods, because in a model with many goods, it would be much
harder to study trade-offs, efficiency, and economic growth.

Efficiency
The production possibilities curve is useful for illustrating the general economic con-
cept of efficiency. An economy is efficient if there are no missed opportunities—
meaning that there is no way to make some people better off without making other peo-
ple worse off. For example, suppose a course you are taking meets in a classroom that is
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The Production Possibilities Curve 
The production possibilities curve illustrates the trade-
offs facing an economy that produces two goods. It
shows the maximum quantity of one good that can be
produced, given the quantity of the other good pro-
duced. Here, the maximum quantity of coconuts that
Tom can gather depends on the quantity of fish he
catches, and vice versa. His feasible production is
shown by the area inside or on the curve. Production at
point C is feasible but not efficient. Points A and B are
feasible and efficient in production, but point D is not
feasible.
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too small for the number of students—some may be forced to sit on the
floor or stand—despite the fact that a larger classroom nearby is empty
during the same period. Economists would say that this is an inefficient
use of resources because there is a way to make some people better off
without making anyone worse off—after all, the larger classroom is
empty. The school is not using its resources efficiently. When an econ-
omy is using all of its resources efficiently, the only way one person can
be made better off is by rearranging the use of resources in such a way
that the change makes someone else worse off. So in our classroom ex-
ample, if all larger classrooms were already fully occupied, we could say
that the school was run in an efficient way; your classmates could be
made better off only by making people in the larger classroom worse
off—by moving them to the room that is too small.

Returning to our castaway example, as long as Tom produces a combination of co-
conuts and fish that is on the production possibilities curve, his production is efficient.
At point A, the 15 coconuts he gathers are the maximum quantity he can get given that
he has chosen to catch 20 fish; at point B, the 9 coconuts he gathers are the maximum he
can get given his choice to catch 28 fish; and so on. If an economy is producing at a point
on its production possibilities curve, we say that the economy is efficient in production.

But suppose that for some reason Tom was at point C, producing 20 fish and 9 co-
conuts. Then this one-person economy would definitely not be efficient in production,
and would therefore be inefficient: it is missing the opportunity to produce more of
both goods.

Another example of inefficiency in production occurs when people in an economy are
involuntarily unemployed: they want to work but are unable to find jobs. When that hap-
pens, the economy is not efficient in production because it could produce more output if
those people were employed. The production possibilities curve shows the amount that
can possibly be produced if all resources are fully employed. In other words, changes in un-
employment move the economy closer to, or further away from, the production possibil-
ities curve (PPC). But the curve itself is determined by what would be possible if there
were full employment in the economy. Greater unemployment is represented by points
farther below the PPC—the economy is not reaching its possibilities if it is not using all of
its resources. Lower unemployment is represented by points closer to the PPC—as unem-
ployment decreases, the economy moves closer to reaching its possibilities.

Although the production possibilities curve helps clarify what it means for an econ-
omy to be efficient in production, it’s important to understand that efficiency in produc-
tion is only part of what’s required for the economy as a whole to be efficient. Efficiency
also requires that the economy allocate its resources so that consumers are as well off as
possible. If an economy does this, we say that it is efficient in allocation. To see why effi-
ciency in allocation is as important as efficiency in production, notice that points A and B
in Figure 3.1 both represent situations in which the economy is efficient in production,
because in each case it can’t produce more of one good without producing less of the
other. But these two situations may not be equally desirable. Suppose that Tom prefers

point B to point A—that is, he would rather consume 28
fish and 9 coconuts than 20 fish and 15 coconuts. Then
point A is inefficient from the point of view of the econ-
omy as a whole: it’s possible to make Tom better off
without making anyone else worse off. (Of course, in
this castaway economy there isn’t anyone else; Tom is
all alone.)

This example shows that efficiency for the econ-
omy as a whole requires both efficiency in production

and efficiency in allocation. To be efficient, an economy
must produce as much of each good as it can, given the

production of other goods, and it must also produce the
mix of goods that people want to consume. 
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A crowded classroom reflects ineffi-
ciency if switching to a larger classroom
would make some students better off
without making anyone worse off.
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Opportunity Cost
The production possibilities curve is also useful as a reminder that the true cost of
any good is not only its price, but also everything else in addition to money that
must be given up in order to get that good—the opportunity cost. If, for example, Tom
decides to go from point A to point B, he will produce 8 more fish but 6 fewer co-
conuts. So the opportunity cost of those 8 fish is the 6 coconuts not gathered. Since
8 extra fish have an opportunity cost of 6 coconuts, 1 fish has an opportunity cost
of 6⁄8 = 3⁄4 of a coconut.

Is the opportunity cost of an extra fish in terms of coconuts always the same, no
matter how many fish Tom catches? In the example illustrated by Figure 3.1, the an-
swer is yes. If Tom increases his catch from 28 to 40 fish, an increase of 12, the number
of coconuts he gathers falls from 9 to zero. So his opportunity cost per additional fish
is 9⁄12 = 3⁄4 of a coconut, the same as it was when his catch went from 20 fish to 28. How-
ever, the fact that in this example the opportunity cost of an additional fish in terms of
coconuts is always the same is a result of an assumption we’ve made, an assumption
that’s reflected in the way Figure 3.1 is drawn. Specifically, whenever we assume that
the opportunity cost of an additional unit of a good doesn’t change regardless of the
output mix, the production possibilities curve is a straight line.

Moreover, as you might have already guessed, the slope of a straight-line production
possibilities curve is equal to the opportunity cost—specifically, the opportunity cost for
the good measured on the horizontal axis in terms of the good measured on the vertical
axis. In Figure 3.1, the production possibilities curve has a constant slope of −3⁄4, implying
that Tom faces a constant opportunity cost per fish equal to 3⁄4 of a coconut. (A review of
how to calculate the slope of a straight line is found in the Section I Appendix.) This is
the simplest case, but the production possibilities curve model can also be used to ex-
amine situations in which opportunity costs change as the mix of output changes.

Figure 3.2 illustrates a different assumption, a case in which Tom faces increasing op-
portunity cost. Here, the more fish he catches, the more coconuts he has to give up to
catch an additional fish, and vice versa. For example, to go from producing zero fish to
producing 20 fish, he has to give up 5 coconuts. That is, the opportunity cost of those
20 fish is 5 coconuts. But to increase his fish production from 20 to 40—that is, to pro-
duce an additional 20 fish—he must give up 25 more coconuts, a much higher oppor-
tunity cost. As you can see in Figure 3.2, when opportunity costs are increasing rather
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Increasing Opportunity Cost
The bowed-out shape of the production possibilities
curve reflects increasing opportunity cost. In this 
example, to produce the first 20 fish, Tom must give up
5 coconuts. But to produce an additional 20 fish, he
must give up 25 more coconuts. A
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than constant, the production possibilities curve is a bowed-out curve rather than a
straight line.

Although it’s often useful to work with the simple assumption that the production
possibilities curve is a straight line, economists believe that in reality, opportunity costs
are typically increasing. When only a small amount of a good is produced, the opportu-
nity cost of producing that good is relatively low because the economy needs to use
only those resources that are especially well suited for its production. For example, if an
economy grows only a small amount of corn, that corn can be grown in places where
the soil and climate are perfect for growing corn but less suitable for growing anything
else, such as wheat. So growing that corn involves giving up only a small amount of po-
tential wheat output. Once the economy grows a lot of corn, however, land that is well
suited for wheat but isn’t so great for corn must be used to produce corn anyway. As a
result, the additional corn production involves sacrificing considerably more wheat
production. In other words, as more of a good is produced, its opportunity cost typi-
cally rises because well-suited inputs are used up and less adaptable inputs must be
used instead.

Economic Growth
Finally, the production possibilities curve helps us understand what it means to talk
about economic growth. We introduced the concept of economic growth in Module 2,
saying that it allows a sustained rise in aggregate output. We learned that economic growth
is one of the fundamental features of the economy. But are we really justified in saying
that the economy has grown over time? After all, although the U.S. economy produces
more of many things than it did a century ago, it produces less of other things—for ex-
ample, horse-drawn carriages. In other words, production of many goods is actually
down. So how can we say for sure that the economy as a whole has grown?

The answer, illustrated in Figure 3.3, is that economic growth means an expansion of
the economy’s production possibilities: the economy can produce more of everything. For ex-
ample, if Tom’s production is initially at point A (20 fish and 25 coconuts), economic
growth means that he could move to point E (25 fish and 30 coconuts). Point E lies
outside the original curve, so in the production possibilities curve model, growth is
shown as an outward shift of the curve. Unless the PPC shifts outward, the points be-
yond the PPC are unattainable. Those points beyond a given PPC are beyond the econ-
omy’s possibilities. 
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Economic Growth
Economic growth results in an outward shift of the pro-
duction possibilities curve because production possibil-
ities are expanded. The economy can now produce
more of everything. For example, if production is ini-
tially at point A (20 fish and 25 coconuts), it could move
to point E (25 fish and 30 coconuts).
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What can cause the production possibilities curve to shift outward?
There are two general sources of economic growth. One is an increase in
the resources used to produce goods and services: labor, land, capital,
and entrepreneurship. To see how adding to an economy’s resources
leads to economic growth, suppose that Tom finds a fishing net
washed ashore on the beach. The fishing net is a resource he can use
to produce more fish in the course of a day spent fishing. We can’t
say how many more fish Tom will catch; that depends on how
much time he decides to spend fishing now that he has the
net. But because the net makes his fishing more productive, he
can catch more fish without reducing the number of coconuts
he gathers, or he can gather more coconuts without reducing his
fish catch. So his production possibilities curve shifts outward.

The other source of economic growth is progress in technology,
the technical means for the production of goods and services. Sup-
pose Tom figures out a better way either to catch fish or to gather co-
conuts—say, by inventing a fishing hook or a wagon for transporting coconuts. Either
invention would shift his production possibilities curve outward. However, the shift
would not be a simple outward expansion of every point along the PPC. Technology spe-
cific to the production of only one good has no effect if all resources are devoted to the
other good: a fishing hook will be of no use if Tom produces nothing but coconuts. So the
point on the PPC that represents the number of coconuts that can be produced if there is
no fishing will not change. In real-world economies, innovations in the techniques we use
to produce goods and services have been a crucial force behind economic growth.

Again, economic growth means an increase in what the economy can produce. What
the economy actually produces depends on the choices people make. After his produc-
tion possibilities expand, Tom might not choose to produce both more fish and more
coconuts; he might choose to increase production of only one good, or he might even
choose to produce less of one good. For example, if he gets better at catching fish, he
might decide to go on an all-fish diet and skip the coconuts, just as the introduction of
motor vehicles led most people to give up horse-drawn carriages. But even if, for some
reason, he chooses to produce either fewer coconuts or fewer fish than before, we
would still say that his economy has grown, because he could have produced more of
everything. If an economy’s PPC shifts inward, the economy has become smaller. This
could happen if the economy loses resources or technology (for example, if it experi-
ences war or a natural disaster). 

The production possibilities curve is a very simplified model of an economy, yet it
teaches us important lessons about real-life economies. It gives us our first clear sense
of what constitutes economic efficiency, it illustrates the concept of opportunity cost,
and it makes clear what economic growth is all about.
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Check Your Understanding 
1. True or false? Explain your answer.

a. An increase in the amount of resources available to Tom for
use in producing coconuts and fish does not change his
production possibilities curve.

b. A technological change that allows Tom to catch more fish
relative to any amount of coconuts gathered results in a
change in his production possibilities curve.

c. Points inside a production possibilities curve are efficient
and points outside a production possibilities curve are
inefficient.

Solutions appear at the back of the book.

Technology is the technical means for

producing goods and services.

Ju
di

th
 P

ilo
ss

of
/F

oo
dP

ix
/G

et
ty

 Im
ag

es



22 s e c t i o n  I B a s i c  E c o n o m i c  C o n c e p t s

Tackle the Test: Multiple-Choice Questions

Refer to the graph above to answer the following questions.

1. Which point(s) on the graph represent efficiency in production?
a. B and C
b. A and D
c. A, B, C, and D
d. A, B, C, D, and E
e. A, B, C, D, E, and F

2. For this economy, an increase in the quantity of capital goods
produced without a corresponding decrease in the quantity of
consumer goods produced
a. cannot happen because there is always an opportunity cost.
b. is represented by a movement from point E to point A.
c. is represented by a movement from point C to point B.
d. is represented by a movement from point E to point B.
e. is only possible with an increase in resources or technology.

3. An increase in unemployment could be represented by a
movement from point
a. D to point C.
b. B to point A.
c. C to point F.
d. B to point E.
e. E to point B.

4. Which of the following might allow this economy to move from
point B to point F?
a. more workers
b. discovery of new resources
c. building new factories
d. technological advances
e. all of the above

5. This production possibilities curve shows the trade-off between
consumer goods and capital goods. Since capital goods are a
resource, an increase in the production of capital goods today
will increase the economy’s production possibilities in the
future. Therefore, all other things equal (ceteris paribus),
producing at which point today will result in the largest
outward shift of the PPC in the future?
a. A
b. B
c. C
d. D
e. E

Quantity of
capital goods

Quantity of consumer goods

E

D

C

B

A

F

PPC

Tackle the Test: Free-Response Questions
1. Refer to the graph below. Assume that the country is producing

at point C.

a. Does this country’s production possibilities curve exhibit
increasing opportunity costs? Explain.

b. If this country were to go to war, the most likely move would
be from point C to which point? Explain.

c. If the economy entered into a recession, the country would
move from point C to which point? Explain.

Answer (6 points)

1 point: Yes

1 point: The PPC is concave (bowed outward), so with each additional unit of
butter produced, the opportunity cost in terms of gun production (indicated by
the slope of the line) increases. Likewise, as more guns are produced, the
opportunity cost in terms of butter increases.

1 point: B

1 point: The country would choose an efficient point with more (but not all)
military goods with which to fight the war. Point A would be an unlikely choice
because at that point there is no production of any social goods, some of which
are needed to maintain a minimal standard of living.

1 point: E

1 point: A recession, which causes unemployment, is represented by a point
below the PPC.

2. Assume that an economy can choose between producing food
and producing shelter at a constant opportunity cost. Draw a
correctly labeled production possibilities curve for the
economy. On your graph:
a. Use the letter E to label one of the points that is efficient in

production.
b. Use the letter U to label one of the points at which there

might be unemployment.
c. Use the letter I to label one of the points that is not feasible.

Quantity of
military goods

(“guns”)

Quantity of social goods (“butter”)

E

D

C

B

A

F

PPC



Module 4
Comparative
Advantage and Trade

Gains from Trade
A family could try to take care of all its own needs—growing its own food, sewing its
own clothing, providing itself with entertainment, and writing its own economics text-
books. But trying to live that way would be very hard. The key to a much better stan-
dard of living for everyone is trade, in which people divide tasks among themselves and
each person provides a good or service that other people want in return for different
goods and services that he or she wants.

The reason we have an economy, but not many self-sufficient individuals, is that
there are gains from trade: by dividing tasks and trading, two people (or 7 billion peo-
ple) can each get more of what they want than they could get by being self-sufficient.
Gains from trade arise, in particular, from this division of tasks, which economists call
specialization—a situation in which different people each engage in a different task.

The advantages of specialization, and the resulting gains from trade, were the start-
ing point for Adam Smith’s 1776 book The Wealth of Nations, which many regard as the
beginning of economics as a discipline. Smith’s book begins with a description of an
eighteenth-century pin factory where, rather than each of the 10 workers making a pin
from start to finish, each worker specialized in one of the many steps in pin-making:

One man draws out the wire, another straights it, a third cuts it, a fourth points it, a fifth
grinds it at the top for receiving the head; to make the head requires two or three distinct
operations; to put it on, is a particular business, to whiten the pins is another; it is even a
trade by itself to put them into the paper; and the important business of making a pin is,
in this manner, divided into about eighteen distinct operations. . . . Those ten persons,
therefore, could make among them upwards of forty-eight thousand pins in a day. But if
they had all wrought separately and independently, and without any of them having been
educated to this particular business, they certainly could not each of them have made
twenty, perhaps not one pin a day. . . .

The same principle applies when we look at how people divide tasks among them-
selves and trade in an economy. The economy, as a whole, can produce more when each
person specializes in a task and trades with others.

What you will learn 
in this Module:
• How trade leads to gains for

an individual or an economy

• The difference between

absolute advantage and

comparative advantage

• How comparative advantage

leads to gains from trade in

the global marketplace
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In a market economy, individuals engage in

trade: they provide goods and services to

others and receive goods and services in

return.

There are gains from trade: people can get

more of what they want through trade than

they could if they tried to be self-sufficient.

This increase in output is due to

specialization: each person specializes in

the task that he or she is good at performing.



The benefits of specialization are the reason a person typically focuses on the produc-
tion of only one type of good or service. It takes many years of study and experience to be-
come a doctor; it also takes many years of study and experience to become a commercial
airline pilot. Many doctors might have the potential to become excellent pilots, and vice
versa, but it is very unlikely that anyone who decided to pursue both careers would be as
good a pilot or as good a doctor as someone who specialized in only one of those profes-
sions. So it is to everyone’s advantage when individuals specialize in their career choices.

Markets are what allow a doctor and a pilot to specialize in their respective fields.
Because markets for commercial flights and for doctors’ services exist, a doctor is as-
sured that she can find a flight and a pilot is assured that he can find a doctor. As long
as individuals know that they can find the goods and services that they want in the
market, they are willing to forgo self-sufficiency and are willing to specialize. 

Comparative Advantage and Gains from Trade
The production possibilities curve model is particularly useful for illustrating gains
from trade—trade based on comparative advantage. Let’s stick with Tom stranded on his
island, but now let’s suppose that a second castaway, who just happens to be named
Hank, is washed ashore. Can they benefit from trading with each other?

It’s obvious that there will be potential gains from trade if the two castaways do dif-
ferent things particularly well. For example, if Tom is a skilled fisherman and Hank is
very good at climbing trees, clearly it makes sense for Tom to catch fish and Hank to
gather coconuts—and for the two men to trade the products of their efforts.

But one of the most important insights in all of economics is that there are gains
from trade even if one of the trading parties isn’t especially good at anything. Suppose,
for example, that Hank is less well suited to primitive life than Tom; he’s not nearly as
good at catching fish, and compared to Tom, even his coconut-gathering leaves some-
thing to be desired. Nonetheless, what we’ll see is that both Tom and Hank can live bet-
ter by trading with each other than either could alone.

For the purposes of this example, let’s go back to the simple case of straight-line
production possibilities curves. Tom’s production possibilities are represented by
the production possibilities curve in panel (a) of Figure 4.1, which is the same as the
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Quantity of fish

Quantity
of coconuts

1060

20

8

Quantity of fish

Quantity
of coconuts

(a) Tom’s Production Possibilities (b) Hank’s Production Possibilities

Tom’s consumption
without trade

Hank’s consumption
without trade

Tom’s 
PPC

Hank’s 
PPC

Production Possibilities for Two Castaways 

Here, each of the two castaways has a constant opportunity cost of
fish and a straight-line production possibilities curve. In Tom’s case,

each fish always has an opportunity cost of 3⁄4 of a coconut. In
Hank’s case, each fish always has an opportunity cost of 2 coconuts.
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production possibilities curve in Figure 3.1 (page 17). According to this PPC, Tom
could catch 40 fish, but only if he gathered no coconuts, and he could gather 30 co-
conuts, but only if he caught no fish. Recall that this means that the slope of his
production possibilities curve is −3⁄4: his opportunity cost of 1 fish is 3⁄4 of a coconut.

Panel (b) of Figure 4.1 shows Hank’s production possibilities. Like Tom’s, Hank’s
production possibilities curve is a straight line, implying a constant opportunity cost
of fish in terms of coconuts. His production possibilities curve has a constant slope of
−2. Hank is less productive all around: at most he can produce 10 fish or 20 coconuts.
But he is particularly bad at fishing: whereas Tom sacrifices 3⁄4 of a coconut per fish
caught, for Hank the opportunity cost of a fish is 2 whole coconuts. Table 4.1 summa-
rizes the two castaways’ opportunity costs of fish and coconuts.

Now, Tom and Hank could go their separate ways, each living on his own side of the
island, catching his own fish and gathering his own coconuts. Let’s suppose that they
start out that way and make the consumption choices shown in Figure 4.1: in the ab-
sence of trade, Tom consumes 28 fish and 9 coconuts per week, while Hank consumes
6 fish and 8 coconuts.

But is this the best they can do? No, it isn’t. Given that the two castaways have dif-
ferent opportunity costs, they can strike a deal that makes both of them better off.

Table 4.2 shows how such a deal works: Tom specializes in the production of fish,
catching 40 per week, and gives 10 to Hank. Meanwhile, Hank specializes in the pro-
duction of coconuts, gathering 20 per week, and gives 10 to Tom. The result is shown
in Figure 4.2 on the next page. Tom now consumes more of both goods than before: in-
stead of 28 fish and 9 coconuts, he consumes 30 fish and 10 coconuts. Hank also con-
sumes more, going from 6 fish and 8 coconuts to 10 fish and 10 coconuts. As Table 4.2
also shows, both Tom and Hank experience gains from trade: Tom’s consumption of
fish increases by two, and his consumption of coconuts increases by one. Hank’s con-
sumption of fish increases by four, and his consumption of coconuts increases by two.

So both castaways are better off when they each specialize in what they are good at and
trade with each other. It’s a good idea for Tom to catch the fish for both of them, because
his opportunity cost of a fish is only 3⁄4 of a coconut not gathered versus 2 coconuts for
Hank. Correspondingly, it’s a good idea for Hank to gather coconuts for both of them.
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Tom’s and Hank’s Opportunity Costs of Fish and Coconuts

Tom’s Opportunity Cost Hank’s Opportunity Cost

One fish 3/4 coconut 2 coconuts

One coconut 4/3 fish 1/2 fish

t a b l e 4.1

t a b l e 4.2

How the Castaways Gain from Trade

Without Trade With Trade Gains from Trade

Production Consumption Production Consumption

Tom
Fish 28 28 40 30 +2

Coconuts 9 9 0 10 +1

Hank
Fish 6 6 0 10 +4

Coconuts 8 8 20 10 +2



Or we could describe the situation in a different way. Because Tom is so good at
catching fish, his opportunity cost of gathering coconuts is high: 4⁄3 of a fish not
caught for every coconut gathered. Because Hank is a pretty poor fisherman, his op-
portunity cost of gathering coconuts is much less, only 1⁄2 of a fish per coconut.

An individual has a comparative advantage in producing something if the oppor-
tunity cost of that production is lower for that individual than for other people. In
other words, Hank has a comparative advantage over Tom in producing a particular
good or service if Hank’s opportunity cost of producing that good or service is lower
than Tom’s. In this case, Hank has a comparative advantage in gathering coconuts and
Tom has a comparative advantage in catching fish.

One point of clarification needs to be made before we proceed further. You may
have wondered why Tom and Hank traded 10 fish for 10 coconuts. Why not some
other deal, like trading 15 coconuts for 5 fish? The answer to that question has two
parts. First, there may indeed be deals other than 10 fish for 10 coconuts that Tom
and Hank are willing to agree to. Second, there are some deals that we can, however,
safely rule out—such as 15 coconuts for 5 fish. To understand why, reexamine Table
4.1 and consider Hank first. When Hank works on his own without trading with Tom,
his opportunity cost of 1 fish is 2 coconuts. Therefore, it’s clear that Hank will not ac-
cept any deal with Tom in which he must give up more than 2 coconuts per fish—oth-
erwise, he’s better off not trading at all. So we can rule out a deal that requires Hank to
pay 3 coconuts per fish—such as trading 15 coconuts for 5 fish. But Hank will accept a
trade in which he pays less than 2 coconuts per fish—such as paying 1 coconut for 1
fish. Likewise, Tom will reject a deal that requires him to give up more than 4⁄3 of a fish
per coconut. For example, Tom would refuse a trade that required him to give up 10
fish for 6 coconuts. But he will accept a deal where he pays less than 4⁄3 of a fish per co-
conut—and 1 fish for 1 coconut works. You can check for yourself why a trade of 1 fish
for 11⁄2 coconuts would also be acceptable to both Tom and Hank. So the point to re-
member is that Tom and Hank will be willing to engage in a trade only if the “price” of
the good each person is obtaining from the trade is less than his own opportunity cost
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An individual has a comparative

advantage in producing a good or service if

the opportunity cost of producing the good or

service is lower for that individual than for

other people.
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Quantity of fish
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of coconuts

1060

20
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10

Quantity of fish

Quantity
of coconuts

(a) Tom’s Production and Consumption (b) Hank’s Production and Consumption

Tom’s consumption
without trade

Tom’s consumption
with trade

Tom’s
production 
with trade

Hank’s consumption
with trade

30

Hank’s production 
with trade

Hank’s consumption
without trade

Tom's 
PPC

Hank's 
PPC

Comparative Advantage and Gains from Trade

By specializing and trading, the two castaways can produce and
consume more of both goods. Tom specializes in catching fish, his
comparative advantage, and Hank—who has an absolute disad-

vantage in both goods but a comparative advantage in coconuts—
specializes in gathering coconuts. The result is that each castaway
can consume more of both goods than either could without trade.
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of producing the good himself. Moreover, that’s a general statement that is true when-
ever two parties trade voluntarily.

The story of Tom and Hank clearly simplifies reality. Yet it teaches us some very im-
portant lessons that also apply to the real economy.

First, the model provides a clear illustration of the gains from trade. By agreeing to
specialize and provide goods to each other, Tom and Hank can produce more; there-
fore, both are better off than if each tried to be self-sufficient.

Second, the model demonstrates a very important point that is often overlooked
in real-world arguments: as long as people have different opportunity costs, everyone
has a comparative advantage in something, and everyone has a comparative disadvantage 
in something.

Notice that in our example Tom is actually better than Hank at producing both
goods: Tom can catch more fish in a week, and he can also gather more coconuts.
That is, Tom has an absolute advantage in both activities: he can produce more out-
put with a given amount of input (in this case, his time) than Hank. You might there-
fore be tempted to think that Tom has nothing to gain from trading with less
competent Hank.

But we’ve just seen that Tom can indeed benefit from a deal with Hank, because com-
parative, not absolute, advantage is the basis for mutual gain. It doesn’t matter that it
takes Hank more time to gather a coconut; what matters is that for him the opportu-
nity cost of that coconut in terms of fish is lower. So Hank, despite his absolute disad-
vantage, even in coconuts, has a comparative advantage in coconut-gathering.
Meanwhile Tom, who can use his time better by catching fish, has a comparative disad-
vantage in coconut-gathering.

If comparative advantage were relevant only to castaways, it might not be that inter-
esting. However, the idea of comparative advantage applies to many activities in the
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Rich Nation, Poor Nation
Try taking off your clothes—at a suitable time

and in a suitable place, of course—and take a

look at the labels inside that say where the

clothes were made. It’s a very good bet that

much, if not most, of your clothing was manu-

factured overseas, in a country that is much

poorer than the United States is—say, in 

El Salvador, Sri Lanka, or Bangladesh.

Why are these countries so much poorer 

than the United States? The immediate 

reason is that their economies are much less

productive—firms in these countries are just

not able to produce as much from a given 

quantity of resources as comparable firms 

in the United States or other wealthy countries.

Why countries differ so much in productivity 

is a deep question—indeed, one of the main

questions that preoccupy economists. But 

in any case, the difference in productivity is 

a fact.

But if the economies of these countries are

so much less productive than ours, how is it

that they make so much of our clothing? Why

don’t we do it for ourselves?

The answer is “comparative advantage.” Just

about every industry in Bangladesh is much less

productive than the corresponding industry in the

United States. But the productivity difference be-

tween rich and poor countries varies across

goods; there is a very great difference in the pro-

duction of sophisticated goods such as aircraft

but not as great a difference in the production of

simpler goods such as clothing. So Bangladesh’s

position with regard to clothing production is like

Hank’s position with respect to coconut gather-

ing: he’s not as good at it as his fellow castaway

is, but it’s the thing he does comparatively well.

Although Bangladesh is at an absolute disad-

vantage compared with the United States in al-

most everything, it has a comparative advantage

in clothing production. This means that both the

United States and Bangladesh are able to con-

sume more because they specialize in producing

different things, with Bangladesh supplying our

clothing and the United States supplying

Bangladesh with more sophisticated goods.

fy i

Although less productive than American work-
ers, Bangladeshi workers have a comparative
advantage in clothing production.
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An individual has an absolute advantage

in producing a good or service if he or she

can make more of it with a given amount of

time and resources. Having an absolute

advantage is not the same thing as having a

comparative advantage.



economy. Perhaps its most important application is in trade—not between individuals,
but between countries. So let’s look briefly at how the model of comparative advantage
helps in understanding both the causes and the effects of international trade.

Comparative Advantage and International Trade
Look at the label on a manufactured good sold in the United States, and there’s a good
chance you will find that it was produced in some other country—in China or Japan or
even in Canada. On the other hand, many U.S. industries sell a large portion of their
output overseas. (This is particularly true for the agriculture, high technology, and en-
tertainment industries.)

Should we celebrate this international exchange of goods and services, or should it
cause us concern? Politicians and the public often question the desirability of interna-
tional trade, arguing that the nation should produce goods for itself rather than buy
them from foreigners. Industries around the world demand protection from foreign
competition: Japanese farmers want to keep out American rice, and American steel-
workers want to keep out European steel. These demands are often supported by pub-
lic opinion.

Economists, however, have a very positive view of international trade. Why? Because
they view it in terms of comparative advantage.

Figure 4.3 shows, with a simple example, how international trade can be inter-
preted in terms of comparative advantage. Although the example is hypothetical, it is
based on an actual pattern of international trade: American exports of pork to Canada
and Canadian exports of aircraft to the United States. Panels (a) and (b) illustrate hy-
pothetical production possibilities curves for the United States and Canada, with
pork measured on the horizontal axis and aircraft measured on the vertical axis. The
U.S. production possibilities curve is flatter than the Canadian production possibili-
ties curve, implying that producing one more ton of pork costs fewer aircraft in the
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Comparative Advantage and International Trade

In this hypothetical example, Canada and the United States
produce only two goods: pork and aircraft. Aircraft are meas-
ured on the vertical axis and pork on the horizontal axis. 
Panel (a) shows the U.S. production possibilities curve. It is
relatively flat, implying that the United States has a compara-

tive advantage in pork production. Panel (b) shows the Cana-
dian production possibilities curve. It is relatively steep, im-
plying that Canada has a comparative advantage in aircraft
production. Just like two individuals, both countries gain from
specialization and trade.
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United States than it does in Canada. This means that the United States has a com-
parative advantage in pork and Canada has a comparative advantage in aircraft.

Although the consumption points in Figure 4.3 are hypothetical, they illustrate a
general principle: just like the example of Tom and Hank, the United States and
Canada can both achieve mutual gains from trade. If the United States concentrates on
producing pork and ships some of its output to Canada, while Canada concentrates on
aircraft and ships some of its output to the United States, both countries can consume
more than if they insisted on being self-sufficient.

Moreover, these mutual gains don’t depend on each country’s being better at pro-
ducing one kind of good. Even if one country has, say, higher output per person-hour
in both industries—that is, even if one country has an absolute advantage in both 
industries—there are still mutual gains from trade.
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Check Your Understanding 

Tackle the Test: Multiple-Choice Questions
Refer to the graph below to answer the following questions.

1. Use the graph to determine which country has an absolute
advantage in producing each good.
Absolute advantage Absolute advantage
in wheat production in textile production
a. Country A Country B
b. Country A Country A
c. Country B Country A
d. Country B Country B
e. Country A Neither Country

2. For country A, the opportunity cost of a bushel of wheat is
a. 1⁄2 units of textiles
b. 2⁄3 units of textiles
c. 11⁄3 units of textiles
d. 11⁄2 units of textiles
e. 2 units of textiles

3. Use the graph to determine which country has a comparative
advantage in producing each good.
Comparative advantage Comparative advantage 
in wheat production in textile production
a. Country A Country B
b. Country A Country A
c. Country B Country A
d. Country B Country B
e. Country A Neither Country

4. If the two countries specialize and trade, which of the choices
below describes the countries’ imports?
Import Wheat Import Textiles
a. Country A Country A
b. Country A Country B
c. Country B Country B
d. Country B Country A
e. Neither Country Country B

Quantity of
wheat (bushels)

Quantity of textiles (units)
150100

100

0

200

Country B’s PPC

Country A’s PPC

1. In Italy, an automobile can be produced by 8 workers in one day
and a washing machine by 3 workers in one day. In the United
States, an automobile can be produced by 6 workers in one day,
and a washing machine by 2 workers in one day.
a. Which country has an absolute advantage in the production

of automobiles? In washing machines?

b. Which country has a comparative advantage in the
production of washing machines? In automobiles?

c. What type of specialization results in the greatest gains from
trade between the two countries?

2. Refer to the story of Tom and Hank illustrated by Figure 4.1 in
the text. Explain why Tom and Hank are willing to engage in a
trade of 1 fish for 11⁄2 coconuts.

Solutions appear at the back of the book.
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5. What is the highest price Country B is willing to pay to buy
wheat from Country A?
a. 1⁄2 units of textiles
b. 2⁄3 units of textiles

c. 1 unit of textiles
d. 11⁄2 units of textiles
e. 2 units of textiles

Tackle the Test: Free-Response Questions
1. Refer to the graph below to answer the following questions.

a. What is the opportunity cost of a bushel of corn in each
country?

b. Which country has an absolute advantage in computer
production? Explain.

c. Which country has a comparative advantage in corn
production? Explain.

d. If each country specializes, what good will Country B
import? Explain.

e. What is the minimum price Country A will accept to export
corn to Country B? Explain.

Answer (9 points)

1 point: Country A, 1⁄4 computers; Country B, 11⁄4 computers

1 point: Country B

1 point: Because Country B can produce more computers than Country A 
(500 versus 200)

1 point: Country A

1 point: Because Country A can produce corn at a lower opportunity cost 
(1⁄4 versus 11⁄4 computers)

1 point: Corn

1 point: Country B has a comparative advantage in the production of
computers, so it will produce computers and import corn (Country A has a
comparative advantage in corn production, so it will specialize in corn and
import computers from Country B).

1 point: 1⁄4 computers

1 point: Country A’s opportunity cost of producing corn is 1⁄4 computers, so that
is the lowest price they will accept to sell corn to Country B.

2. Refer to the table below to answer the following questions.
These two countries are producing textiles and wheat using
equal amounts of resources.

a. What is the opportunity cost of producing a bushel of wheat
for each country?

b. Which country has the absolute advantage in wheat
production?

c. Which country has the comparative advantage in textile
production? Explain.

Quantity of
corn (bushels)

Quantity of computers500200

400

0

800

Country B’s PPC

Country A’s PPC Weekly output per worker
Country A Country B

Bushels of Wheat 15 10

Units of Textiles 60 60
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Summary

The Study of Economics
1. Everyone has to make choices about what to do and

what not to do. Individual choice is the basis of eco-
nomics—if it doesn’t involve choice, it isn’t economics.
The economy is a system that coordinates choices about
production and consumption. In a market economy,
these choices are made by many firms and individuals.

2. The reason choices must be made is that resources—
anything that can be used to produce something else—
are scarce. The four categories of resources are land,
labor, capital and entrepreneurship. Individuals are
limited in their choices by money and time; economies
are limited by their supplies of resources.

3. Because you must choose among limited alternatives,
the true cost of anything is what you must give up to
get it—all costs are opportunity costs.

4. Economists use economic models for both positive eco-
nomics, which describes how the economy works, and for
normative economics, which prescribes how the econ-
omy should work. Positive economics often involves mak-
ing forecasts. Economics can determine correct answers
for positive questions, but typically not for normative
questions, which involve value judgments. Exceptions
occur when policies designed to achieve a certain prescrip-
tion can be clearly ranked in terms of efficiency.

5. There are two main reasons economists disagree. One,
they may disagree about which simplifications to make
in a model. Two, economists may disagree—like every-
one else—about values.

6. Microeconomics is the branch of economics that stud-
ies how people make decisions and how those decisions
interact. Macroeconomics is concerned with the over-
all ups and downs of the economy, and focuses on eco-
nomic aggregates such as the unemployment rate and
gross domestic product, that summarize data across
many different markets.

Introduction to Macroeconomics
7. Economies experience ups and downs in economic ac-

tivity. This pattern is called the business cycle.

8. With respect to the business cycle, economists are inter-
ested in the levels of aggregate output, unemploy-
ment and inflation.

9. Over longer periods of time, economists focus on eco-
nomic growth. 

10. Almost all economics is based on models, “thought ex-
periments” or simplified versions of reality, many of
which use analytical tools such as mathematics and
graphs. An important assumption in economic models
is the other things equal (ceteris paribus) assumption,
which allows analysis of the effect of change in one fac-
tor by holding all other relevant factors unchanged.

The Production Possibilities Curve Model
11. One important economic model is the production pos-

sibilities curve, which illustrates the trade-offs facing
an economy that produces only two goods. The produc-
tion possibilities curve illustrates three elements: oppor-
tunity cost (showing how much less of one good must
be produced if more of the other good is produced), effi-
ciency (an economy is efficient in production if it pro-
duces on the production possibilities curve and efficient
in allocation if it produces the mix of goods and services
that people want to consume), and economic growth (an
outward shift of the production possibilities curve).

12. There are two basic sources of growth in the production
possibilities curve model: an increase in resources and
improved technology. 

13. There are gains from trade: by engaging in the trade of
goods and services with one another, the members of an
economy can all be made better off. Underlying gains
from trade are the advantages of specialization, of hav-
ing individuals specialize in the tasks they are compara-
tively good at. 

Comparative Advantage and Trade
14. Comparative advantage explains the source of gains

from trade between individuals and countries. Everyone
has a comparative advantage in something—some good
or service in which that person has a lower opportunity
cost than everyone else. But it is often confused with
absolute advantage, an ability to produce more of a
particular good or service than anyone else. This confu-
sion leads some to erroneously conclude that there are
no gains from trade between people or countries.

Section I  Summary

Economics, p. 2

Individual choice, p. 2

Economy, p. 2

Market economy, p. 2

Resource, p. 3
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1. Imagine a firm that manufactures textiles (pants and shirts).
List the four categories of resources, and for each category, give
an example of a specific resource that the firm might use to
manufacture textiles.

2. Describe some of the opportunity costs of the following choices.

a. Attend college instead of taking a job.

b. Watch a movie instead of studying for an exam.

c. Ride the bus instead of driving your car.

3. Use the concept of opportunity cost to explain the following
situations.

a. More people choose to get graduate degrees when the job
market is poor.

b. More people choose to do their own home repairs when the
economy is slow and hourly wages are down.

c. There are more parks in suburban areas than in urban areas.

d. Convenience stores, which have higher prices than super-
markets, cater to busy people.

4. A representative of the U.S. clothing industry recently made
this statement: “Workers in Asia often work in sweatshop con-
ditions earning only pennies an hour. American workers are
more productive and, as a result, earn higher wages. In order to
preserve the dignity of the American workplace, the govern-
ment should enact legislation banning imports of low-wage
Asian clothing.”

a. Which parts of this quotation are positive statements?
Which parts are normative statements?

b. Is the policy that is being advocated consistent with the
statement about the wages and productivities of American
and Asian workers?

c. Would such a policy make some Americans better off with-
out making any other Americans worse off? That is, would
this policy be efficient from the viewpoint of all Americans?

d. Would low-wage Asian workers benefit from or be hurt by
such a policy?

5. Are the following statements true or false? Explain your answers.

a. “When people must pay higher taxes on their wage earnings,
it reduces their incentive to work” is a positive statement.

b. “We should lower taxes to encourage more work” is a posi-
tive statement.

c. Economics cannot always be used to determine what society
ought to do.

d. “The system of public education in this country generates
greater benefits to society than the cost of running the sys-
tem” is a normative statement.

e. All disagreements among economists are generated by the
media.

6. Why do we consider a business-cycle expansion to be different
from economic growth? 

7. Evaluate this statement: “It is easier to build an economic
model that accurately reflects events that have already occurred
than to build an economic model to forecast future events.” Do
you think that this is true or not? Why? What does this imply
about the difficulties of building good economic models?

8. Suppose Atlantis is a small, isolated island in the South At-
lantic. The inhabitants grow potatoes and catch fish. The ac-
companying table shows the maximum annual output
combinations of potatoes and fish that can be produced. Obvi-
ously, given their limited resources and available technology,
as they use more of their resources for potato production,
there are fewer resources available for catching fish.

Problems

Scarce, p. 3

Opportunity cost, p. 3

Microeconomics, p. 5

Macroeconomics, p. 5

Economic aggregates, p. 5

Positive economics, p. 6

Normative economics, p. 6

Business cycle, p. 10

Depression, p. 10

Recessions, p. 10

Expansions, p. 10

Employment, p. 12

Unemployment, p. 12

Labor force, p. 12

Unemployment rate, p. 12

Output, p. 12

Aggregate output, p. 12

Inflation, p. 12

Deflation, p. 12

Price stability, p. 13

Economic growth, p. 13

Model, p. 14

Other things equal (ceteris paribus) assumption,
p. 14

Trade-off, p. 16

Production possibilities curve, p. 16

Efficient, p. 17

Technology, p. 21

Trade, p. 23

Gains from trade, p. 23

Specialization, p. 23

Comparative advantage, p. 26

Absolute advantage, p. 27

Maximum annual Quantity of potatoes Quantity of fish
output options (pounds) (pounds)

A 1,000 0

B 800 300

C 600 500

D 400 600

E 200 650

F 0 675

a. Draw a production possibilities curve with potatoes on the
horizontal axis and fish on the vertical axis, and illustrate
these options, showing points A–F.

b. Can Atlantis produce 500 pounds of fish and 800 pounds
of potatoes? Explain. Where would this point lie relative to
the production possibilities curve?

c. What is the opportunity cost of increasing the annual out-
put of potatoes from 600 to 800 pounds?
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d. What is the opportunity cost of increasing the annual out-
put of potatoes from 200 to 400 pounds?

e. Explain why the answers to parts c and d are not the same.
What does this imply about the slope of the production
possibilities curve?

9. Two important industries on the island of Bermuda are fishing
and tourism. According to data from the World Resources Insti-
tute and the Bermuda Department of Statistics, in the year 2000
the 307 registered fishermen in Bermuda caught 286 metric tons
of marine fish. And the 3,409 people employed by hotels pro-
duced 538,000 hotel stays (measured by the number of visitor ar-
rivals). Suppose that this production point is efficient in
production. Assume also that the opportunity cost of one addi-
tional metric ton of fish is 2,000 hotel stays and that this oppor-
tunity cost is constant (the opportunity cost does not change).

a. If all 307 registered fishermen were to be employed by ho-
tels (in addition to the 3,409 people already working in ho-
tels), how many hotel stays could Bermuda produce?

b. If all 3,409 hotel employees were to become fishermen (in
addition to the 307 fishermen already working in the fish-
ing industry), how many metric tons of fish could Bermuda
produce?

c. Draw a production possibilities curve for Bermuda, with
fish on the horizontal axis and hotel stays on the vertical
axis, and label Bermuda’s actual production point for the
year 2000.

10. In the ancient country of Roma, only two goods, spaghetti and
meatballs, are produced. There are two tribes in Roma, the
Tivoli and the Frivoli. By themselves, the Tivoli each month can
produce either 30 pounds of spaghetti and no meatballs, or 50
pounds of meatballs and no spaghetti, or any combination in
between. The Frivoli, by themselves, each month can produce
40 pounds of spaghetti and no meatballs, or 30 pounds of
meatballs and no spaghetti, or any combination in between.

a. Assume that all production possibilities curves are straight
lines. Draw one diagram showing the monthly production
possibilities curve for the Tivoli and another showing the
monthly production possibilities curve for the Frivoli. 

b. Which tribe has the comparative advantage in spaghetti
production? In meatball production?

In A.D. 100, the Frivoli discovered a new technique for making
meatballs that doubled the quantity of meatballs they could
produce each month.

c. Draw the new monthly production possibilities curve for
the Frivoli.

d. After the innovation, which tribe had an absolute advantage
in producing meatballs? In producing spaghetti? Which
had the comparative advantage in meatball production? In
spaghetti production?

11. According to data from the U.S. Department of Agriculture’s
National Agricultural Statistics Service, 124 million acres of
land in the United States were used for wheat or corn farming in
2004. Of those 124 million acres, farmers used 50 million acres
to grow 2.158 billion bushels of wheat, and 74 million acres of
land to grow 11.807 billion bushels of corn. Suppose that U.S.
wheat and corn farming is efficient in production. At that pro-
duction point, the opportunity cost of producing one addi-

tional bushel of wheat is 1.7 fewer bushels of corn. However,
farmers have increasing opportunity costs, so additional bushels
of wheat have an opportunity cost greater than 1.7 bushels of
corn. For each of the production points described below, decide
whether that production point is (i) feasible and efficient in pro-
duction, (ii) feasible but not efficient in production, (iii) not fea-
sible, or (iv) uncertain as to whether or not it is feasible.

a. From their original production point, farmers use 40 million
acres of land to produce 1.8 billion bushels of wheat, and
they use 60 million acres of land to produce 9 billion bushels
of corn. The remaining 24 million acres are left unused.

b. From their original production point, farmers transfer 
40 million acres of land from corn to wheat production.
They now produce 3.158 billion bushels of wheat and
10.107 billion bushels of corn.

c. From their original production point, farmers reduce their
production of wheat to 2 billion bushels and increase their
production of corn to 12.044 billion bushels. Along the
production possibilities curve, the opportunity cost of
going from 11.807 billion bushels of corn to 12.044 billion
bushels of corn is 0.666 bushel of wheat per bushel of corn.

12. The Hatfield family lives on the east side of the Hatatoochie
River, and the McCoy family lives on the west side. Each fam-
ily’s diet consists of fried chicken and corn-on-the-cob, and
each is self-sufficient, raising their own chickens and growing
their own corn. Explain the conditions under which each of
the following statements would be true.

a. The two families are made better off when the Hatfields
specialize in raising chickens, the McCoys specialize in
growing corn, and the two families trade.

b. The two families are made better off when the McCoys spe-
cialize in raising chickens, the Hatfields specialize in grow-
ing corn, and the two families trade.

13. According to the U.S. Census Bureau, in July 2006 the United
States exported aircraft worth $1 billion to China and imported
aircraft worth only $19,000 from China. During the same
month, however, the United States imported $83 million worth
of men’s trousers, slacks, and jeans from China but exported
only $8,000 worth of trousers, slacks, and jeans to China. Using
what you have learned about how trade is determined by com-
parative advantage, answer the following questions.

a. Which country has the comparative advantage in aircraft
production? In production of trousers, slacks, and jeans?

b. Can you determine which country has the absolute advan-
tage in aircraft production? In production of trousers,
slacks, and jeans?

14. Peter Pundit, an economics reporter, states that the European
Union (EU) is increasing its productivity very rapidly in all in-
dustries. He claims that this productivity advance is so rapid
that output from the EU in these industries will soon exceed
that of the United States and, as a result, the United States will
no longer benefit from trade with the EU.

a. Do you think Peter Pundit is correct or not? If not, what do
you think is the source of his mistake?

b. If the EU and the United States continue to trade, what do
you think will characterize the goods that the EU exports to
the United States and the goods that the United States ex-
ports to the EU?

Section I  Summary
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• The importance of graphs in

studying economics

• The basic components of a

graph

• How graphs illustrate the

relationship between

variables

• How to calculate the slope of

a line or curve and what the

slope value means

• How to calculate areas

represented on graphs

• How to interpret numerical

graphs

Section 1 Appendix
Graphs in Economics

Getting the Picture
Whether you’re reading about economics in the Wall Street Journal or in your economics
textbook, you will see many graphs. Visual presentations can make it much easier to
understand verbal descriptions, numerical information, or ideas. In economics, graphs
are the type of visual presentation used to facilitate understanding. To fully under-
stand the ideas and information being discussed, you need to know how to interpret
these visual aids. This module explains how graphs are constructed and interpreted
and how they are used in economics.

Graphs, Variables, and Economic Models
One reason to attend college is that a bachelor’s degree provides access to higher-
paying jobs. Additional degrees, such as MBAs or law degrees, increase earnings even
more. If you were to read an article about the relationship between educational attain-
ment and income, you would probably see a graph showing the income levels for work-
ers with different levels of education. This graph would depict the idea that, in general,
having more education increases a person’s income. This graph, like most graphs in
economics, would depict the relationship between two economic variables. A variable
is a quantity that can take on more than one value, such as the number of years of edu-
cation a person has, the price of a can of soda, or a household’s income.

As you learned in this Section, economic analysis relies heavily on models, simplified
descriptions of real situations. Most economic models describe the relationship be-
tween two variables, simplified by holding constant other variables that may affect the
relationship. For example, an economic model might describe the relationship between
the price of a can of soda and the number of cans of soda that consumers will buy, as-
suming that everything else that affects consumers’ purchases of soda stays constant.
This type of model can be described mathematically or verbally, but illustrating the re-
lationship in a graph makes it easier to understand. Next we show how graphs that de-
pict economic models are constructed and interpreted.

How Graphs Work
Most graphs in economics are based on a grid built around two perpendicular lines
that show the values of two variables, helping you visualize the relationship between
them. So a first step in understanding the use of such graphs is to see how this sys-
tem works.

Two-Variable Graphs
Figure A.1 shows a typical two-variable graph. It illustrates the data in the accompany-
ing table on outside temperature and the number of sodas a typical vendor can expect
to sell at a baseball stadium during one game. The first column shows the values of
outside temperature (the first variable) and the second column shows the values of the
number of sodas sold (the second variable). Five combinations or pairs of the two vari-
ables are shown, denoted by points A through E in the third column.

Now let’s turn to graphing the data in this table. In any two-variable graph, one vari-
able is called the x-variable and the other is called the y-variable. Here we have made



outside temperature the x-variable and number of sodas sold the y-variable. The solid
horizontal line in the graph is called the horizontal axis or x-axis, and values of the 
x-variable—outside temperature—are measured along it. Similarly, the solid vertical line
in the graph is called the vertical axis or y-axis, and values of the y-variable—number
of sodas sold—are measured along it. At the origin, the point where the two axes meet,
each variable is equal to zero. As you move rightward from the origin along the x-axis,
values of the x-variable are positive and increasing. As you move up from the origin
along the y-axis, values of the y-variable are positive and increasing.

You can plot each of the five points A through E on this graph by using a pair of
numbers—the values that the x-variable and the y-variable take on for a given point. In
Figure A.1, at point C, the x-variable takes on the value 40 and the y-variable takes on
the value 30. You plot point C by drawing a line straight up from 40 on the x-axis and a
horizontal line across from 30 on the y-axis. We write point C as (40, 30). We write the
origin as (0, 0).

Looking at point A and point B in Figure A.1, you can see that when one of the vari-
ables for a point has a value of zero, it will lie on one of the axes. If the value of the x-
variable is zero, the point will lie on the vertical axis, like point A. If the value of the
y-variable is zero, the point will lie on the horizontal axis, like point B.

Most graphs that depict relationships between two economic variables represent a
causal relationship, a relationship in which the value taken by one variable directly
influences or determines the value taken by the other variable. In a causal relation-
ship, the determining variable is called the independent variable; the variable it de-
termines is called the dependent variable. In our example of soda sales, the outside
temperature is the independent variable. It directly influences the number of sodas
that are sold, which is the dependent variable in this case.
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Plotting Points on a Two-Variable Graph

The data from the table are plotted where outside temper-
ature (the independent variable) is measured along the
horizontal axis and number of sodas sold (the dependent
variable) is measured along the vertical axis. Each of the
five combinations of temperature and sodas sold is repre-

sented by a point: A, B, C, D, and E. Each point in the graph
is identified by a pair of values. For example, point C corre-
sponds to the pair (40, 30)—an outside temperature of
40°F (the value of the x-variable) and 30 sodas sold (the
value of the y-variable).
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By convention, we put the independent variable on the horizontal axis and the
dependent variable on the vertical axis. Figure A.1 is constructed consistent with
this convention: the independent variable (outside temperature) is on the horizon-
tal axis and the dependent variable (number of sodas sold) is on the vertical axis. An
important exception to this convention is in graphs showing the economic relation-
ship between the price of a product and quantity of the product: although price is
generally the independent variable that determines quantity, it is always measured
on the vertical axis.

Curves on a Graph
Panel (a) of Figure A.2 contains some of the same information as Figure A.1, with a line
drawn through the points B, C, D, and E. Such a line on a graph is called a curve, re-
gardless of whether it is a straight line or a curved line. If the curve that shows the rela-
tionship between two variables is a straight line, or linear, the variables have a linear
relationship. When the curve is not a straight line, or nonlinear, the variables have a
nonlinear relationship.

A point on a curve indicates the value of the y-variable for a specific value of the
x-variable. For example, point D indicates that at a temperature of 60°F, a vendor
can expect to sell 50 sodas. The shape and orientation of a curve reveal the general
nature of the relationship between the two variables. The upward tilt of the curve in
panel (a) of Figure A.2 suggests that vendors can expect to sell more sodas at higher
outside temperatures. 
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Drawing Curves

The curve in panel (a) illustrates the relationship between the
two variables, outside temperature and number of sodas sold.
The two variables have a positive linear relationship: positive 
because the curve has an upward tilt, and linear because it is 
a straight line. The curve implies that an increase in the 
x-variable (outside temperature) leads to an increase in the 
y-variable (number of sodas sold). The curve in panel (b) is also 
a straight line, but it tilts downward. The two variables here, 

outside temperature and number of hot drinks sold, have a nega-
tive linear relationship: an increase in the x-variable (outside
temperature) leads to a decrease in the y-variable (number of hot
drinks sold). The curve in panel (a) has a horizontal intercept at
point B, where it hits the horizontal axis. The curve in panel 
(b) has a vertical intercept at point J, where it hits the vertical
axis, and a horizontal intercept at point M, where it hits the 
horizontal axis.
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When variables are related in this way—that is, when an increase in one variable is asso-
ciated with an increase in the other variable—the variables are said to have a positive rela-
tionship. It is illustrated by a curve that slopes upward from left to right. Because this
curve is also linear, the relationship between outside temperature and number of sodas
sold illustrated by the curve in panel (a) of Figure A.2 is a positive linear relationship.

When an increase in one variable is associated with a decrease in the other variable,
the two variables are said to have a negative relationship. It is illustrated by a curve
that slopes downward from left to right, like the curve in panel (b) of Figure A.2. Be-
cause this curve is also linear, the relationship it depicts is a negative linear relation-
ship. Two variables that might have such a relationship are the outside temperature
and the number of hot drinks a vendor can expect to sell at a baseball stadium.

Return for a moment to the curve in panel (a) of Figure A.2, and you can see that it
hits the horizontal axis at point B. This point, known as the horizontal intercept,
shows the value of the x-variable when the value of the y-variable is zero. In panel (b) of
Figure A.2, the curve hits the vertical axis at point J. This point, called the vertical in-
tercept, indicates the value of the y-variable when the value of the x-variable is zero.

A Key Concept: The Slope of a Curve
The slope of a curve is a measure of how steep it is; the slope indicates how sensitive the
y-variable is to a change in the x-variable. In our example of outside temperature and 
the number of cans of soda a vendor can expect to sell, the slope of the curve would indi-
cate how many more cans of soda the vendor could expect to sell with each 1° increase in
temperature. Interpreted this way, the slope gives meaningful information. Even without
numbers for x and y, it is possible to arrive at important conclusions about the relation-
ship between the two variables by examining the slope of a curve at various points.

The Slope of a Linear Curve
Along a linear curve the slope, or steepness, is measured by dividing the “rise” between
two points on the curve by the “run” between those same two points. The rise is the
amount that y changes, and the run is the amount that x changes. Here is the formula:

= = Slope

In the formula, the symbol Δ (the Greek uppercase delta) stands for “change in.”
When a variable increases, the change in that variable is positive; when a variable de-
creases, the change in that variable is negative.

The slope of a curve is positive when the rise (the change in the y-variable) has the
same sign as the run (the change in the x-variable). That’s because when two numbers
have the same sign, the ratio of those two numbers is positive. The curve in panel (a) of
Figure A.2 has a positive slope: along the curve, both the y-variable and the x-variable
increase. The slope of a curve is negative when the rise and the run have different signs.
That’s because when two numbers have different signs, the ratio of those two numbers
is negative. The curve in panel (b) of Figure A.2 has a negative slope: along the curve, an
increase in the x-variable is associated with a decrease in the y-variable.

Figure A.3 illustrates how to calculate the slope of a linear curve. Let’s focus first on
panel (a). From point A to point B the value of the y-variable changes from 25 to 20 and
the value of the x-variable changes from 10 to 20. So the slope of the line between these
two points is

= = = − = −0.5

Because a straight line is equally steep at all points, the slope of a straight line is the
same at all points. In other words, a straight line has a constant slope. You can check

Change in y
Change in x

Δy
Δx

−5
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1
2

Change in y
Change in x
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Δx
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this by calculating the slope of the linear curve between points A and B and between
points C and D in panel (b) of Figure A.3.

= = 5

= = 5

Horizontal and Vertical Curves and Their Slopes 
When a curve is horizontal, the value of y along that curve never changes—it is con-
stant. Everywhere along the curve, the change in y is zero. Now, zero divided by any
number is zero. So regardless of the value of the change in x, the slope of a horizontal
curve is always zero.

If a curve is vertical, the value of x along the curve never changes—it is constant. Every-
where along the curve, the change in x is zero. This means that the slope of a vertical line is
a ratio with zero in the denominator. A ratio with zero in the denominator is equal to in-
finity—that is, an infinitely large number. So the slope of a vertical line is equal to infinity.

A vertical or a horizontal curve has a special implication: it means that the x-variable
and the y-variable are unrelated. Two variables are unrelated when a change in one vari-
able (the independent variable) has no effect on the other variable (the dependent vari-
able). To put it a slightly different way, two variables are unrelated when the dependent
variable is constant regardless of the value of the independent variable. If, as is usual,
the y-variable is the dependent variable, the curve is horizontal. If the dependent vari-
able is the x-variable, the curve is vertical.
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Calculating the Slope

Panels (a) and (b) show two linear curves. Between points A and 

B on the curve in panel (a), the change in y (the rise) is −5 and 

the change in x (the run) is 10. So the slope from A to B is 

= = − = −0.5, where the negative sign indicates that the

curve is downward sloping. In panel (b), the curve has a slope from

A to B of = = 5. The slope from C to D is = = 5. The

slope is positive, indicating that the curve is upward sloping. Fur-

thermore, the slope between A and B is the same as the slope be-

tween C and D, making this a linear curve. The slope of a linear

curve is constant: it is the same regardless of where it is calcu-

lated along the curve.
20
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The Slope of a Nonlinear Curve
A nonlinear curve is one in which the slope changes as you move along it. Panels (a),
(b), (c), and (d) of Figure A.4 show various nonlinear curves. Panels (a) and (b) show
nonlinear curves whose slopes change as you follow the line’s progression, but the
slopes always remain positive. Although both curves tilt upward, the curve in panel (a)
gets steeper as the line moves from left to right in contrast to the curve in panel (b),

a p p e n d i x G r a p h s  i n  E c o n o m i c s 39

S
e

c
tio

n
 I  B

a
s
ic

 E
c

o
n

o
m

ic
 C

o
n

c
e

p
ts

Nonlinear Curvesf i g u r e  A .4

In panel (a) the slope of the curve from A to B is = = 2.5,
Δy
Δx

10
4

and from C to D it is = = 15. The slope is positive and in-

creasing; it gets steeper as it moves to the right. In panel (b) the

slope of the curve from A to B is = = 10, and from C to D it
Δy
Δx

10
1

Δy
Δx

15
1

is = = 1 . The slope is positive and decreasing; it gets flatter

as it moves to the right. In panel (c) the slope from A to B is 

Δy
Δx

5
3

2
3

= = −3 , and from C to D it is = = −15. The slope

is negative and increasing; it gets steeper as it moves to the right.
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And in panel (d) the slope from A to B is = = −20, and
Δy
Δx

−20
1

from C to D it is = = −1 . The slope is negative and de-

creasing; it gets flatter as it moves to the right. The slope in each

case has been calculated by using the arc method—that is, by

drawing a straight line connecting two points along a curve. The

average slope between those two points is equal to the slope of

the straight line between those two points.
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which gets flatter. A curve that is upward sloping and gets steeper, as in panel (a), is
said to have positive increasing slope. A curve that is upward sloping but gets flatter, as in
panel (b), is said to have positive decreasing slope.

When we calculate the slope along these nonlinear curves, we obtain different values
for the slope at different points. How the slope changes along the curve determines the
curve’s shape. For example, in panel (a) of Figure A.4, the slope of the curve is a positive
number that steadily increases as the line moves from left to right, whereas in panel (b),
the slope is a positive number that steadily decreases.

The slopes of the curves in panels (c) and (d) are negative numbers. Economists
often prefer to express a negative number as its absolute value, which is the value of
the negative number without the minus sign. In general, we denote the absolute value
of a number by two parallel bars around the number; for example, the absolute value of
−4 is written as |−4| = 4. In panel (c), the absolute value of the slope steadily increases
as the line moves from left to right. The curve therefore has negative increasing slope.
And in panel (d), the absolute value of the slope of the curve steadily decreases along
the curve. This curve therefore has negative decreasing slope.

Maximum and Minimum Points
The slope of a nonlinear curve can change from positive to negative or vice versa. When
the slope of a curve changes from positive to negative, it creates what is called a maxi-
mum point of the curve. When the slope of a curve changes from negative to positive, it
creates a minimum point.

Panel (a) of Figure A.5 illustrates a curve in which the slope changes from positive to
negative as the line moves from left to right. When x is between 0 and 50, the slope of
the curve is positive. At x equal to 50, the curve attains its highest point—the largest
value of y along the curve. This point is called the maximum of the curve. When x ex-
ceeds 50, the slope becomes negative as the curve turns downward. Many important
curves in economics, such as the curve that represents how the profit of a firm changes
as it produces more output, are hill-shaped like this one.
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x increases.
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(a) Maximum (b) Minimum

Maximum and Minimum Points

Panel (a) shows a curve with a maximum point, the point at which
the slope changes from positive to negative. Panel (b) shows a

curve with a minimum point, the point at which the slope changes
from negative to positive.
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In contrast, the curve shown in panel (b) of Figure A.5 is U-shaped: it has a slope
that changes from negative to positive. At x equal to 50, the curve reaches its lowest
point—the smallest value of y along the curve. This point is called the minimum of the
curve. Various important curves in economics, such as the curve that represents how a
firm’s cost per unit changes as output increases, are U–shaped like this one.

Calculating the Area Below or Above a Curve
Sometimes it is useful to be able to measure the size of the area below or above a curve.
To keep things simple, we’ll only calculate the area below or above a linear curve.

How large is the shaded area below the linear curve in panel (a) of Figure A.6? First,
note that this area has the shape of a right triangle. A right triangle is a triangle in which
two adjacent sides form a 90° angle. We will refer to one of these sides as the height of the
triangle and the other side as the base of the triangle. For our purposes, it doesn’t matter
which of these two sides we refer to as the base and which as the height. Calculating the
area of a right triangle is straightforward: multiply the height of the triangle by the base
of the triangle, and divide the result by 2. The height of the triangle in panel (a) of Figure
A.6 is 10 − 4 = 6. And the base of the triangle is 3 − 0 = 3. So the area of that triangle is

= 9

How about the shaded area above the linear curve in panel (b) of Figure A.6? We can
use the same formula to calculate the area of this right triangle. The height of the tri-
angle is 8 − 2 = 6. And the base of the triangle is 4 − 0 = 4. So the area of that triangle is

= 126 × 4
2

6 × 3
2
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(a) Area Below a Linear Curve
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(b) Area Above a Linear Curve
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Calculating the Area Below and Above a Linear Curve

The area below or above a linear curve forms a right triangle. The
area of a right triangle is calculated by multiplying the height of
the triangle by the base of the triangle, and dividing the result by

2. In panel (a) the area of the shaded triangle is 9. In panel (b) the
area of the shaded triangle is 12.
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Graphs That Depict Numerical Information
Graphs can also be used as a convenient way to summarize and display data without as-
suming some underlying causal relationship. Graphs that simply display numerical in-
formation are called numerical graphs. Here we will consider four types of numerical
graphs: time-series graphs, scatter diagrams, pie charts, and bar graphs. These are widely used
to display real empirical data about different economic variables, because they often
help economists and policy makers identify patterns or trends in the economy.

Types of Numerical Graphs
You have probably seen graphs in newspapers that show what has happened over
time to economic variables such as the unemployment rate or stock prices. A time-
series graph has successive dates on the horizontal axis and the values of a variable
that occurred on those dates on the vertical axis. For example, Figure A.7 shows the
unemployment rate in the United States from 1989 to late 2006. A line connecting
the points that correspond to the unemployment rate for each month during those
years gives a clear idea of the overall trend in unemployment during that period.
Note the two short diagonal lines toward the bottom of the y-axis in Figure A.7. This
truncation sign indicates that a piece of the axis—here, unemployment rates below 4%—
was cut to save space.

Figure A.8 is an example of a different kind of numerical graph. It represents in-
formation from a sample of 158 countries on average life expectancy and gross na-
tional product (GNP) per capita—a rough measure of a country’s standard of living.
Each point in the graph indicates an average resident’s life expectancy and the log of
GNP per capita for a given country. (Economists have found that the log of GNP
rather than the simple level of GNP is more closely tied to average life expectancy.)
The points lying in the upper right of the graph, which show combinations of high
life expectancy and high log of GNP per capita, represent economically advanced
countries such as the United States. Points lying in the bottom left of the graph,
which show combinations of low life expectancy and low log of GNP per capita, rep-
resent economically less advanced countries such as Afghanistan and Sierra Leone.
The pattern of points indicates that there is a positive relationship between life ex-
pectancy and log of GNP per capita: on the whole, people live longer in countries
with a higher standard of living. This type of graph is called a scatter diagram, a dia-
gram in which each point corresponds to an actual observation of the x-variable and
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Time-Series Graph
Time-series graphs show suc-
cessive dates on the x-axis
and values for a variable on
the y-axis. This time-series
graph shows the seasonally
adjusted unemployment rate in
the United States from 1989 to
late 2006.
Source: Bureau of Labor Statistics.
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the y-variable. In scatter diagrams, a curve is typically fitted to the scatter of points;
that is, a curve is drawn that approximates as closely as possible the general relation-
ship between the variables. As you can see, the fitted curve in Figure A.8 is upward-
sloping, indicating the underlying positive relationship between the two variables.
Scatter diagrams are often used to show how a general relationship can be inferred
from a set of data.

A pie chart shows the share of a total amount that is accounted for by various com-
ponents, usually expressed in percentages. For example, Figure A.9 is a pie chart that
depicts the various sources of revenue for the U.S. government budget in 2005, ex-
pressed in percentages of the total revenue amount, $2,153.9 billion. As you can see, so-
cial insurance receipts (the revenues collected to fund Social Security, Medicare, and
unemployment insurance) accounted for 37% of total government revenue, and indi-
vidual income tax receipts accounted for 43%.
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Scatter Diagram
In a scatter diagram, each point represents the
corresponding values of the x- and y-variables
for a given observation. Here, each point indi-
cates the observed average life expectancy and
the log of GNP per capita of a given country for a
sample of 158 countries. The upward-sloping fit-
ted line here is the best approximation of the
general relationship between the two variables.
Source: Eduard Bos et al., Health, Nutrition, and Population
Indicators: A Statistical Handbook (Washington, DC: World
Bank, 1999).
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Pie Chart
A pie chart shows the percentages of a total
amount that can be attributed to various
components. This pie chart shows the per-
centages of total federal revenues received
from each source.
Source: Office of Management and Budget.
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Bar graphs use bars of various heights or lengths to indicate values of a variable. In
the bar graph in Figure A.10, the bars show the percent change in the number of un-
employed workers in the United States from 2001 to 2002, indicated separately for
White, Black or African-American, and Asian workers. Exact values of the variable that
is being measured may be written at the end of the bar, as in this figure. For instance,
the number of unemployed Asian workers in the United States increased by 35% be-
tween 2001 and 2002. But even without the precise values, comparing the heights or
lengths of the bars can give useful insight into the relative magnitudes of the different
values of the variable.
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Bar Graph
A bar graph measures a variable by using
bars of various heights or lengths. This bar
graph shows the percent change in the
number of unemployed workers between
2001 and 2002, indicated separately for
White, Black or African-American, and Asian
workers.
Source: Bureau of Labor Statistics.
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Check Your Understanding 

Solutions appear at the back of the book.

1. Study the four accompanying diagrams. Consider the 
following statements and indicate which diagram matches 
each statement. For each statement, tell which variable would
appear on the horizontal axis and which on the vertical. In 
each of these statements, is the slope positive, negative, zero, 
or infinity? 

a. If the price of movies increases, fewer consumers go to see
movies.

b. Workers with more experience typically have higher incomes
than less experienced workers.

c. Regardless of the temperature outside, Americans consume
the same number of hot dogs per day.

d. Consumers buy more frozen yogurt when the price of ice
cream goes up.

e. Research finds no relationship between the number of diet
books purchased and the number of pounds lost by the
average dieter.

f. Regardless of its price, there is no change in the quantity 
of salt that Americans buy.

2. During the Reagan administration, economist Arthur Laffer
argued in favor of lowering income tax rates in order to 
increase tax revenues. Like most economists, he believed that 
at tax rates above a certain level, tax revenue would fall 
(because high taxes would discourage some people from
working) and that people would refuse to work at all if they
received no income after paying taxes. This relationship
between tax rates and tax revenue is graphically summarized 
in what is widely known as the Laffer curve. Plot the Laffer
curve relationship, assuming that it has the shape of a
nonlinear curve. The following questions will help you
construct the graph.
a. Which is the independent variable? Which is the dependent

variable? On which axis do you therefore measure the
income tax rate? On which axis do you measure income 
tax revenue?

b. What would tax revenue be at a 0% income tax rate?
c. The maximum possible income tax rate is 100%. What

would tax revenue be at a 100% income tax rate?
d. Estimates now show that the maximum point on the Laffer

curve is (approximately) at a tax rate of 80%. For tax rates
less than 80%, how would you describe the relationship
between the tax rate and tax revenue, and how is this
relationship reflected in the slope? For tax rates higher than
80%, how would you describe the relationship between the
tax rate and tax revenue, and how is this relationship
reflected in the slope?

Panel (a) Panel (b)

Panel (c) Panel (d)
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“The Coffee Market’s Hot; Why Are Bean 
Prices Not?”
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For those who need a cappuccino, mocha latte, or Frappuc-
cino to get through the day, coffee drinking can become an
expensive habit. And on October 6, 2006, the habit got a
little more expensive. On that day, Starbucks raised its
drink prices for the first time in six years. The average price
of coffee beverages at the world’s leading chain of coffee-
houses rose about 11 cents per cup.

Starbucks had kept its prices unchanged for six years. So
what compelled them to finally raise their prices in the fall
of 2006? Mainly the fact that the cost of a major ingredi-
ent—coffee beans—had gone up significantly. In fact, coffee
bean prices doubled between 2002 and 2006.

Who decided to raise the prices of coffee beans? No-
body: prices went up because of events outside anyone’s
control. Specifically, the main cause of rising bean prices
was a significant decrease in the supply of coffee beans
from the world’s two leading coffee exporters: Brazil and

Vietnam. In Brazil, the decrease in supply was a delayed
reaction to low prices earlier in the decade, which led cof-
fee growers to cut back on planting. In Vietnam, the prob-
lem was weather: a prolonged drought sharply reduced
coffee harvests.

And a lower supply of coffee beans from Vietnam or
Brazil inevitably translates into a higher price of coffee on
Main Street. It’s just a matter of supply and demand.

What do we mean by that? Many people use “supply and
demand” as a sort of catchphrase to mean “the laws of the
marketplace at work.” To economists, however, the con-
cept of supply and demand has a precise meaning: it is a
model of how a market behaves.

In this section, we lay out the pieces that make up the
supply and demand model, put them together, and show how
this model can be used to understand how many—but not
all—markets behave.

Je
d 

Ja
co

bs
oh

n/
G

et
ty

 Im
ag

es



48 s e c t i o n 2 S u p p l y  a n d  D e m a n d

• What a competitive market is

and how it is described by

the supply and demand

model

• What the demand curve is

• The difference between

movements along the

demand curve and changes

in demand

• The factors that shift the

demand curve

What you will learn 
in this Module:

Module 5
Supply and Demand:
Introduction 
and Demand

Supply and Demand: A Model of a 

Competitive Market 
Coffee bean sellers and coffee bean buyers constitute a market—a group of producers
and consumers who exchange a good or service for payment. In this section, we’ll
focus on a particular type of market known as a competitive market. Roughly, a com-
petitive market is a market in which there are many buyers and sellers of the same
good or service. More precisely, the key feature of a competitive market is that no in-
dividual’s actions have a noticeable effect on the price at which the good or service is
sold. It’s important to understand, however, that this is not an accurate description
of every market. For example, it’s not an accurate description of the market for cola
beverages. That’s because in the market for cola beverages, Coca-Cola and Pepsi ac-
count for such a large proportion of total sales that they are able to influence the
price at which cola beverages are bought and sold. But it is an accurate description of
the market for coffee beans. The global marketplace for coffee beans is so huge that
even a coffee retailer as large as Starbucks accounts for only a tiny fraction of trans-
actions, making it unable to influence the price at which coffee beans are bought
and sold.

It’s a little hard to explain why competitive markets are different from other markets
until we’ve seen how a competitive market works. For now, let’s just say that it’s easier
to model competitive markets than other markets. When taking an exam, it’s always a
good strategy to begin by answering the easier questions. In this book, we’re going to
do the same thing. So we will start with competitive markets.

When a market is competitive, its behavior is well described by the supply and de-
mand model. Because many markets are competitive, the supply and demand model is
a very useful one indeed.

A competitive market is a market in which

there are many buyers and sellers of the

same good or service, none of whom can

influence the price at which the good or

service is sold.

The supply and demand model is a model

of how a competitive market works.



There are five key elements in this model:
■ The demand curve
■ The supply curve
■ The set of factors that cause the demand curve to shift and the set of factors that

cause the supply curve to shift
■ The market equilibrium, which includes the equilibrium price and equilibrium quantity
■ The way the market equilibrium changes when the supply curve or demand curve shifts

To explain the supply and demand model, we will examine each of these elements in
turn. In this module we begin with demand.

The Demand Curve
How many pounds of coffee beans do consumers around the world want to buy in a given
year? You might at first think that we can answer this question by multiplying the number
of cups of coffee drunk around the world each day by the weight of the coffee beans it
takes to brew a cup, and then multiplying by 365. But that’s not enough to answer the
question because how many pounds of coffee beans consumers want to buy—and there-
fore how much coffee people want to drink—depends on the price of coffee beans. When
the price of coffee rises, as it did in 2006, some people drink less, perhaps switching com-
pletely to other caffeinated beverages, such as tea or Coca-Cola. (Yes, there are people who
drink Coke in the morning.) In general, the quantity of coffee beans, or of any good or
service that people want to buy (taking “want” to mean they are willing and able to buy it,
depends on the price. The higher the price, the less of the good or service people want to
purchase; alternatively, the lower the price, the more they want to purchase.

So the answer to the question “How many pounds of coffee beans do consumers
want to buy?” depends on the price of coffee beans. If you don’t yet know what the
price will be, you can start by making a table of how many pounds of coffee beans peo-
ple would want to buy at a number of different prices. Such a table is known as a de-
mand schedule. This, in turn, can be used to draw a demand curve, which is one of the key
elements of the supply and demand model.

The Demand Schedule and the Demand Curve 
A demand schedule is a table showing how much of a good or service consumers will
want to buy at different prices. On the right side of Figure 5.1 on the next page, we
show a hypothetical demand schedule for coffee beans. It’s hypothetical in that it
doesn’t use actual data on the world demand for coffee beans and it assumes that all
coffee beans are of equal quality (with our apologies to coffee connoisseurs).

According to the table, if coffee beans cost $1 a pound, consumers around the world
will want to purchase 10 billion pounds of coffee beans over the course of a year. If the
price is $1.25 a pound, they will want to buy only 8.9 billion pounds; if the price is only
$0.75 a pound, they will want to buy 11.5 billion pounds; and so on. So the higher the
price, the fewer pounds of coffee beans consumers will want to purchase. In other
words, as the price rises, the quantity demanded of coffee beans—the actual amount
consumers are willing to buy at some specific price—falls.

The graph in Figure 5.1 is a visual representation of the information in the table.
The vertical axis shows the price of a pound of coffee beans and the horizontal axis
shows the quantity of coffee beans. Each point on the graph corresponds to one of the
entries in the table. The curve that connects these points is a demand curve. A demand
curve is a graphical representation of the demand schedule, another way of showing
the relationship between the quantity demanded and the price.

Note that the demand curve shown in Figure 5.1 slopes downward. This reflects the gen-
eral proposition that a higher price reduces the quantity demanded. For example, some
people who drink two cups of coffee a day when beans are $1 per pound will cut down to
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A demand schedule shows how much of a

good or service consumers will be willing and

able to buy at different prices.

The quantity demanded is the actual

amount of a good or service consumers are

willing and able to buy at some specific price.

A demand curve is a graphical

representation of the demand schedule. It

shows the relationship between quantity

demanded and price.



one cup when beans are $2 per pound. Similarly, some who drink one cup when beans are
$1 a pound will drink tea instead if the price doubles to $2 per pound and so on. In the real
world, demand curves almost always slope downward. (The exceptions are so rare that for
practical purposes we can ignore them.) Generally, the proposition that a higher price for a
good, all other things being equal, leads people to demand a smaller quantity of that good
is so reliable that economists are willing to call it a “law”—the law of demand.

Shifts of the Demand Curve 
Even though coffee prices were a lot higher in 2006 than they had been in 2002, total
world consumption of coffee was higher in 2006. How can we reconcile this fact with
the law of demand, which says that a higher price reduces the quantity demanded, all
other things being equal?

The answer lies in the crucial phrase all other things being equal. In this case, all other
things weren’t equal: the world had changed between 2002 and 2006, in ways that in-
creased the quantity of coffee demanded at any given price. For one thing, the world’s
population, and therefore the number of potential coffee drinkers, increased. In addi-
tion, the growing popularity of different types of coffee beverages, like lattes and cap-
puccinos, led to an increase in the quantity demanded at any given price. Figure 5.2
illustrates this phenomenon using the demand schedule and demand curve for coffee
beans. (As before, the numbers in Figure 5.2 are hypothetical.)

The table in Figure 5.2 shows two demand schedules. The first is a demand schedule
for 2002, the same one shown in Figure 5.1. The second is a demand schedule for 2006.
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The demand schedule for coffee beans yields the corre-
sponding demand curve, which shows how much of a
good or service consumers want to buy at any given
price. The demand curve and the demand schedule re-

flect the law of demand: As price rises, the quantity de-
manded falls. Similarly, a decrease in price raises the
quantity demanded. As a result, the demand curve is
downward sloping.

The law of demand says that a higher price

for a good or service, all other things being

equal, leads people to demand a smaller

quantity of that good or service. 



It differs from the 2002 demand schedule due to factors such as a larger population
and the greater popularity of lattes, factors that led to an increase in the quantity of
coffee beans demanded at any given price. So at each price, the 2006 schedule shows a
larger quantity demanded than the 2002 schedule. For example, the quantity of coffee
beans consumers wanted to buy at a price of $1 per pound increased from 10 billion to
12 billion pounds per year, the quantity demanded at $1.25 per pound went from 
8.9 billion to 10.7 billion pounds, and so on.

What is clear from this example is that the changes that occurred between 2002 and
2006 generated a new demand schedule, one in which the quantity demanded was
greater at any given price than in the original demand schedule. The two curves in Fig-
ure 5.2 show the same information graphically. As you can see, the demand schedule
for 2006 corresponds to a new demand curve, D2, that is to the right of the demand
curve for 2002, D1. This change in demand shows the increase in the quantity de-
manded at any given price, represented by the shift in position of the original demand
curve, D1, to its new location at D2.

It’s crucial to make the distinction between such changes in demand and movements
along the demand curve, changes in the quantity demanded of a good that result from
a change in that good’s price. Figure 5.3 on the next page illustrates the difference.

The movement from point A to point B is a movement along the demand curve: the
quantity demanded rises due to a fall in price as you move down D1. Here, a fall in the
price of coffee beans from $1.50 to $1 per pound generates a rise in the quantity de-
manded from 8.1 billion to 10 billion pounds per year. But the quantity demanded can
also rise when the price is unchanged if there is an increase in demand—a rightward shift
of the demand curve. This is illustrated in Figure 5.3 by the shift of the demand curve
from D1 to D2. Holding the price constant at $1.50 a pound, the quantity demanded
rises from 8.1 billion pounds at point A on D1 to 9.7 billion pounds at point C on D2.
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An Increase in Demandf i g u r e  5 .2

An increase in the population and other factors generate an
increase in demand—a rise in the quantity demanded at
any given price. This is represented by the two demand
schedules—one showing demand in 2002, before the rise

in population, the other showing demand in 2006, after the
rise in population—and their corresponding demand
curves. The increase in demand shifts the demand curve to
the right.

A change in demand is a shift of the

demand curve, which changes the quantity

demanded at any given price.

A movement along the demand curve

is a change in the quantity demanded of a

good that is the result of a change in that

good’s price.



When economists talk about a “change in demand,” saying “the demand for X in-
creased” or “the demand for Y decreased,” they mean that the demand curve for X or Y
shifted—not that the quantity demanded rose or fell because of a change in the price.

Understanding Shifts of the Demand Curve 
Figure 5.4 illustrates the two basic ways in which demand curves can shift. When econo-
mists talk about an “increase in demand,” they mean a rightward shift of the demand
curve: at any given price, consumers demand a larger quantity of the good or service than
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A Movement Along the Demand
Curve Versus a Shift of the
Demand Curve 
The rise in the quantity demanded when going
from point A to point B reflects a movement along
the demand curve: it is the result of a fall in the
price of the good. The rise in the quantity de-
manded when going from point A to point C
reflects a change in demand: this shift to the right
is the result of a rise in the quantity demanded at
any given price.
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Shifts of the Demand Curve
Any event that increases demand shifts the
demand curve to the right, reflecting a rise
in the quantity demanded at any given
price. Any event that decreases demand
shifts the demand curve to the left, reflect-
ing a fall in the quantity demanded at any
given price.
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before. This is shown by the rightward shift of the original demand
curve D1 to D2. And when economists talk about a “decrease in
demand,” they mean a leftward shift of the demand curve: at
any given price, consumers demand a smaller quantity of the
good or service than before. This is shown by the leftward
shift of the original demand curve D1 to D3.

What caused the demand curve for coffee beans to
shift? We have already mentioned two reasons: changes in
population and a change in the popularity of coffee bever-
ages. If you think about it, you can come up with other
things that would be likely to shift the demand curve for cof-
fee beans. For example, suppose that the price of tea rises. This will
induce some people who previously drank tea to drink coffee instead, increasing the
demand for coffee beans.

Economists believe that there are five principal factors that shift the demand curve
for a good or service:
■ Changes in the prices of related goods or services
■ Changes in income
■ Changes in tastes
■ Changes in expectations
■ Changes in the number of consumers

Although this is not an exhaustive list, it contains the five most important factors
that can shift demand curves. So when we say that the quantity of a good or service de-
manded falls as its price rises, all other things being equal, we are in fact stating that
the factors that shift demand are remaining unchanged. Let’s now explore, in more de-
tail, how those factors shift the demand curve.

Changes in the Prices of Related Goods or Services While there’s nothing quite like
a good cup of coffee to start your day, a cup or two of strong tea isn’t a bad alternative.
Tea is what economists call a substitute for coffee. A pair of goods are substitutes if a
rise in the price of one good (coffee) makes consumers more willing to buy the other
good (tea). Substitutes are usually goods that in some way serve a similar function:
concerts and theater plays, muffins and doughnuts, train rides and air flights. A rise in
the price of the alternative good induces some consumers to purchase the original
good instead of it, shifting demand for the original good to the right.

But sometimes a fall in the price of one good makes consumers more willing to buy an-
other good. Such pairs of goods are known as complements. Complements are usually
goods that in some sense are consumed together: computers and software, cappuccinos
and croissants, cars and gasoline. Because consumers like to consume a good and its
complement together, a change in the price of one of the goods will affect the demand for
its complement. In particular, when the price of one good rises, the demand for its com-
plement decreases, shifting the demand curve for the complement to the left. So the Oc-
tober 2006 rise in Starbucks’s cappuccino prices is likely to have precipitated a leftward
shift of the demand curve for croissants, as people consumed fewer cappuccinos and
croissants. Likewise, when the price of one good falls, the quantity demanded of its com-
plement rises, shifting the demand curve for the complement to the right. This means
that if, for some reason, the price of cappuc cinos falls, we should see a rightward shift of
the demand curve for croissants as people consume more cappuccinos and croissants.

Changes in Income When individuals have more income, they are normally more
likely to purchase a good at any given price. For example, if a family’s income rises, it is
more likely to take that summer trip to Disney World—and therefore also more likely
to buy plane tickets. So a rise in consumer incomes will cause the demand curves for
most goods to shift to the right.

Why do we say “most goods,” not “all goods”? Most goods are normal goods—the
demand for them increases when consumer income rises. However, the demand for
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some products falls when income rises. Goods for which demand decreases when in-
come rises are known as inferior goods. Usually an inferior good is one that is consid-
ered less desirable than more expensive alternatives—such as a bus ride versus a taxi
ride. When they can afford to, people stop buying an inferior good and switch their
consumption to the preferred, more expensive alternative. So when a good is inferior, a
rise in income shifts the demand curve to the left. And, not surprisingly, a fall in in-
come shifts the demand curve to the right.

One example of the distinction between normal and inferior goods that has drawn
considerable attention in the business press is the difference between so-called casual-
dining restaurants such as Applebee’s and Olive Garden and fast-food chains such as
McDonald’s and KFC. When their incomes rise, Americans tend to eat out more at 
casual-dining restaurants. However, some of this increased dining out comes at the ex-
pense of fast-food venues—to some extent, people visit McDonald’s less once they can
afford to move upscale. So casual dining is a normal good, while fast-food appears to
be an inferior good.

Changes in Tastes Why do people want what they want? Fortunately, we don’t need
to answer that question—we just need to acknowledge that people have certain prefer-
ences, or tastes, that determine what they choose to consume and that these tastes can
change. Economists usually lump together changes in demand due to fads, beliefs, cul-
tural shifts, and so on under the heading of changes in tastes, or preferences.

For example, once upon a time men wore hats. Up until around World War II, a
respectable man wasn’t fully dressed unless he wore a dignified hat along with his
suit. But the returning GIs adopted a more informal style, perhaps due to the rigors
of the war. And President Eisenhower, who had been supreme commander of Allied
Forces before becoming president, often went hatless. After World War II, it was
clear that the demand curve for hats had shifted leftward, reflecting a decrease in
the demand for hats.

We’ve already mentioned one way in which changing tastes played a role in the in-
crease in the demand for coffee beans from 2002 to 2006: the increase in the popularity
of coffee beverages such as lattes and cappuccinos. In addition, there was another route
by which changing tastes increased world wide demand for coffee beans: the switch by
consumers in traditionally tea-drinking countries to coffee. “In 1999,” reported Roast
magazine, “the ratio of Russian tea drinkers to coffee drinkers was five to one. In 2005,
the ratio is roughly two to one.”

Economists have little to say about the forces that influence consumers’ tastes.
(Marketers and advertisers, however, have plenty to say about them!) However, a change
in tastes has a predictable impact on demand. When tastes change in favor of a good,
more people want to buy it at any given price, so the demand curve shifts to the right.
When tastes change against a good, fewer people want to buy it at any given price, so
the demand curve shifts to the left.

Changes in Expectations When con-
sumers have some choice about when 
to make a purchase, current demand 
for a good is often affected by expecta-
tions about its future price. For exam-

ple, savvy shoppers often wait for seasonal
sales—say, buying next year’s holiday gifts

during the post-holiday markdowns. In this
case, expectations of a future drop in price
lead to a decrease in demand today. Alter-

natively, expectations of a future rise in
price are likely to cause an increase in demand

today. For example, savvy shoppers, knowing that 
Starbucks was going to increase the price of its coffee
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beans on October 6, 2006, would stock up on Starbucks coffee beans before 
that date.

Expected changes in future income can also lead to changes in demand: if you ex-
pect your income to rise in the future, you will typically borrow today and increase your
demand for certain goods; and if you expect your income to fall in the future, you are
likely to save today and reduce your demand for some goods. 

Changes in the Number of Consumers As we’ve already noted, one of the reasons for
rising coffee demand between 2002 and 2006 was a growing world population. Because
of population growth, overall demand for coffee would have risen even if each individ-
ual coffee-drinker’s demand for coffee had remained unchanged.

Let’s introduce a new concept: the individual demand curve, which shows the rela-
tionship between quantity demanded and price for an individual consumer. For exam-
ple, suppose that Darla is a consumer of coffee beans and that panel (a) of Figure 5.5
shows how many pounds of coffee beans she will buy per year at any given price per
pound. Then DDarla is Darla’s individual demand curve.

The market demand curve shows how the combined quantity demanded by all con-
sumers depends on the market price of that good. (Most of the time, when economists
refer to the demand curve, they mean the market demand curve.) The market demand
curve is the horizontal sum of the individual demand curves of all consumers in that
market. To see what we mean by the term horizontal sum, assume for a moment that
there are only two consumers of coffee, Darla and Dino. Dino’s individual demand
curve, DDino, is shown in panel (b). Panel (c) shows the market demand curve. At any
given price, the quantity demanded by the market is the sum of the quantities de-
manded by Darla and Dino. For example, at a price of $2 per pound, Darla demands 
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Individual Demand Curves and the Market Demand Curvef i g u r e  5 .5

Darla and Dino are the only two consumers of coffee beans in the
market. Panel (a) shows Darla’s individual demand curve: the number
of pounds of coffee beans she will buy per year at any given price.
Panel (b) shows Dino’s individual demand curve. Given that Darla and
Dino are the only two consumers, the market demand curve, which

shows the quantity of coffee demanded by all consumers at any
given price, is shown in panel (c). The market demand curve is the
horizontal sum of the individual demand curves of all consumers. In
this case, at any given price, the quantity demanded by the market is
the sum of the quantities demanded by Darla and Dino.

An individual demand curve illustrates

the relationship between quantity demanded

and price for an individual consumer.
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Factors That Shift Demand

Changes in the prices of related goods or services

If A and B are substitutes . . . . . .  and the price of B rises, . . . . . .  demand for A increases (shifts to 
the right).

. . .  and the price of B falls, . . . . . .  demand for A decreases (shifts to 
the left).

If A and B are complements . . . . . .  and the price of B rises, . . . . . .  demand for A decreases.

. . .  and the price of B falls, . . . . . .  demand for A increases.

Changes in income

If A is a normal good . . . . . .  and income rises, . . . . . .  demand for A increases.

. . .  and income falls, . . . . . .  demand for A decreases.

If A is an inferior good . . . . . .  and income rises, . . . . . .  demand for A decreases.

. . .  and income falls, . . . . . .  demand for A increases.

Changes in tastes

If tastes change in favor of A, . . . . . .  demand for A increases.

If tastes change against A, . . . . . .  demand for A decreases.

Changes in expectations

If the price of A is expected to rise in the future, . . . . . .  demand for A increases today.

If the price of A is expected to fall in the future, . . . . . .  demand for A decreases today.

If A is a normal good . . . . . .  and income is expected to rise in the future, . . . . . .  demand for A may increase today.

. . .  and income is expected to fall in the future, . . . . . .  demand for A may decrease today.

If A is an inferior good . . . . . .  and income is expected to rise in the future, . . .  . . .  demand for A may decrease today.

. . .  and income is expected to fall in the future, . . . . . .  demand for A may increase today.

Changes in the number of consumers

If the number of consumers of A rises, . . . . . .  market demand for A increases.

If the number of consumers of A falls, . . . . . .  market demand for A decreases.

t a b l e 5.1

20 pounds of coffee beans per year and Dino demands 10 pounds per year. So the
quantity demanded by the market is 30 pounds per year.

Clearly, the quantity demanded by the market at any given price is larger 
with Dino present than it would be if Darla were the only consumer. The quantity
demanded at any given price would be even larger if we added a third consumer,
then a fourth, and so on. So an increase in the number of consumers leads to an in-
crease in demand.

For an overview of the factors that shift demand, see Table 5.1.
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Beating the Traffic
All big cities have traffic problems, and many

local authorities try to discourage driving in the

crowded city center. If we think of an auto trip

to the city center as a good that people con-

sume, we can use the economics of demand to

analyze anti-traffic policies.

One common strategy of local governments

is to reduce the demand for auto trips by lower-

ing the prices of substitutes. Many metropolitan

areas subsidize bus and rail service, hoping to

lure commuters out of their cars.

An alternative strategy is to raise the price of

complements: several major U.S. cities impose

high taxes on commercial parking garages, both

to raise revenue and to discourage people from

driving into the city. Short time limits on parking

meters, combined with vigilant parking enforce-

ment, is a related tactic.

However, few cities have been willing to

adopt the politically controversial direct ap-

proach: reducing congestion by raising the price

of driving. So it was a shock when, in 2003,

London imposed a “congestion charge” on all

cars entering the city center during business

hours—currently £8 (about $13) for drivers who

pay on the same day they travel.

Compliance is monitored with automatic

cameras that photograph license plates. People

can either pay the charge in advance or pay it

by midnight of the day they have driven. If they

pay on the day after they have driven, the

charge increases to £10 (about $16). And if they

don’t pay and are caught, a fine of £120 (about

$192) is imposed for each transgression. (A full

description of the rules can be found at

www.cclondon.com.)

Not surprisingly, the result of the new policy

confirms the law of demand: three years after the

charge was put in place, traffic in central London

was about 10 percent lower than before the

charge. In February 2007, the British government

doubled the area of London covered by the con-

gestion charge, and it suggested that it might in-

stitute congestion charging across the country by

2015. Several American and European municipal-

ities, having seen the success of London’s con-

gestion charge, have said that they are seriously

considering adopting a congestion charge as well.

fy i

London’s bold policy to charge cars a fee to
enter the city center proved effective in reduc-
ing traffic congestion.

M o d u l e 5 AP R e v i e w

Check Your Understanding 
1. Explain whether each of the following events represents (i) a

change in demand (a shift of the demand curve) or (ii) a movement
along the demand curve (a change in the quantity demanded).
a. A store owner finds that customers are willing to pay more

for umbrellas on rainy days.
b. When XYZ Telecom, a long-distance telephone service

provider, offered reduced rates on weekends, its volume of
weekend calling increased sharply.

Solutions appear at the back of the book.

c. People buy more long-stem roses the week of Valentine’s
Day, even though the prices are higher than at other times
during the year.

d. A sharp rise in the price of gasoline leads many commuters to
join carpools in order to reduce their gasoline purchases.

Tackle the Test: Multiple-Choice Questions
1. Which of the following would increase demand for a normal

good? A decrease in
a. price.
b. income.
c. the price of a substitute.
d. consumer taste for a good.
e. the price of a complement.

2. A decrease in the price of butter would most likely decrease the
demand for
a. margarine.
b. bagels.
c. jelly.
d. milk.
e. syrup.
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c. Demand will increase today.
d. Demand will decrease today.
e. No change will occur today.

5. Which of the following will increase the demand for disposable
diapers?
a. a new “baby boom”
b. concern over the environmental effect of landfills
c. a decrease in the price of cloth diapers
d. a move toward earlier potty training of children
e. a decrease in the price of disposable diapers

3. If an increase in income leads to a decrease in demand, the good is
a. a complement.
b. a substitute.
c. inferior.
d. abnormal.
e. normal.

4. Which of the following will occur if consumers expect the price
of a good to fall in the coming months?
a. The quantity demanded will rise today.
b. The quantity demanded will remain the same today.

Tackle the Test: Free-Response Questions
1. Create a table with two hypothetical prices for a good and two

corresponding quantities demanded. Choose the prices and
quantities so that they illustrate the law of demand. Using your
data, draw a correctly labeled graph showing the demand curve
for the good. Using the same graph, illustrate an increase in
demand for the good.

Answer (6 points)

1 point: Table with data labeled “Price” (or “P”) and “Quantity” (or  “Q”)

1 point: Values in the table show a negative relationship between P and Q

1 point: Graph with “Price” on the vertical axis and “Quantity” on the horizontal
axis

1 point: Negatively sloped curve labeled “Demand” or “D”

1 point: Demand curve correctly plots the data from the table

1 point: A second demand curve (with a label such as D2) shown to the right of
the original demand curve

2. Draw a correctly labeled graph showing the demand for apples.
On your graph, illustrate what happens to the demand for
apples if a new report from the Surgeon General finds that an
apple a day really does keep the doctor away.

10
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Price Quantity
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Price

Quantity
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Module 6
Supply and Demand:
Supply and Equilibrium

The Supply Curve
Some parts of the world are especially well suited to growing coffee beans, which is why,
as the lyrics of an old song put it, “There’s an awful lot of coffee in Brazil.” But even in
Brazil, some land is better suited to growing coffee than other land. Whether Brazilian
farmers restrict their coffee-growing to only the most ideal locations or expand it to less
suitable land depends on the price they expect to get for their beans. Moreover, there are
many other areas in the world where coffee beans could be grown—such as Madagascar
and Vietnam. Whether farmers there actually grow coffee depends, again, on the price.

So just as the quantity of coffee beans that consumers want to buy depends on the
price they have to pay, the quantity that producers are willing to produce and sell—the
quantity supplied—depends on the price they are offered.

The Supply Schedule and the Supply Curve
The table in Figure 6.1 on the next page shows how the quantity of coffee beans made
available varies with the price—that is, it shows a hypothetical supply schedule for cof-
fee beans.

A supply schedule works the same way as the demand schedule shown in Figure 5.1:
in this case, the table shows the quantity of coffee beans farmers are willing to sell at
different prices. At a price of $0.50 per pound, farmers are willing to sell only 8 billion
pounds of coffee beans per year. At $0.75 per pound, they’re willing to sell 9.1 billion
pounds. At $1, they’re willing to sell 10 billion pounds, and so on.

In the same way that a demand schedule can be represented graphically by a demand
curve, a supply schedule can be represented by a supply curve, as shown in Figure 6.1.
Each point on the curve represents an entry from the table.

Suppose that the price of coffee beans rises from $1 to $1.25; we can see that the
quantity of coffee beans farmers are willing to sell rises from 10 billion to 10.7 billion
pounds. This is the normal situation for a supply curve, reflecting the general proposi-
tion that a higher price leads to a higher quantity supplied. Some economists refer to

What you will learn 
in this Module:
• What the supply curve is

• The difference between

movements along the supply

curve and changes in supply

• The factors that shift the

supply curve

• How supply and demand

curves determine a market’s

equilibrium price and

equilibrium quantity

• In the case of a shortage 

or surplus, how price 

moves the market back 

to equilibrium
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The quantity supplied is the actual amount

of a good or service producers are willing to

sell at some specific price.

A supply schedule shows how much of a

good or service producers will supply at

different prices. 

A supply curve shows the relationship

between quantity supplied and price.



this relationship as the law of supply. Generally, the price and quantity supplied are
positively related. So just as demand curves normally slope downward, supply curves
normally slope upward: the higher the price being offered, the more of any good or
service producers are willing to sell.

Shifts of the Supply Curve 
Compared to earlier trends, coffee beans were unusually cheap in the early years of the
twenty-first century. One reason was the emergence of new coffee bean–producing
countries, which began competing with the traditional sources in Latin America. Viet-
nam, in particular, emerged as a big new source of coffee beans. Figure 6.2 illustrates
this event in terms of the supply schedule and the supply curve for coffee beans.

The table in Figure 6.2 shows two supply schedules. The schedule before new pro-
ducers such as Vietnam arrived on the scene is the same one as in Figure 6.1. The sec-
ond schedule shows the supply of coffee beans after the entry of new producers. Just as
a change in the demand schedule leads to a shift of the demand curve, a change in the
supply schedule leads to a shift of the supply curve—a change in supply. This is
shown in Figure 6.2 by the shift of the supply curve before the entry of the new pro-
ducers, S1, to its new position after the entry of the new producers, S2. Notice that S2

lies to the right of S1, a reflection of the fact that the quantity supplied increases at
any given price.

As in the analysis of demand, it’s crucial to draw a distinction between such
changes in supply and movements along the supply curve—changes in the quan-
tity supplied that result from a change in price. We can see this difference in 
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The supply schedule for coffee beans is plotted to yield
the corresponding supply curve, which shows how much
of a good producers are willing to sell at any given price.

The supply curve and the supply schedule reflect the fact
that supply curves are usually upward sloping: the quan-
tity supplied rises when the price rises.

The law of supply says that, other things

being equal, the price and quantity supplied

of a good are positively related.

A change in supply is a shift of the supply

curve, which changes the quantity supplied at

any given price.

A movement along the supply curve is a

change in the quantity supplied of a good that

is the result of a change in that good’s price.



Figure 6.3 on the next page. The movement from point A to point B is a movement
along the supply curve: the quantity supplied rises along S1 due to a rise in price. Here,
a rise in price from $1 to $1.50 leads to a rise in the quantity supplied from 10 billion to
11.2 billion pounds of coffee beans. But the quantity supplied can also rise when the
price is unchanged if there is an increase in supply—a rightward shift of the supply
curve. This is shown by the rightward shift of the supply curve from S1 to S2. Holding
price constant at $1, the quantity supplied rises from 10 billion pounds at point A on
S1 to 12 billion pounds at point C on S2.

Understanding Shifts of the Supply Curve 
Figure 6.4 on the next page illustrates the two basic ways in which supply curves can
shift. When economists talk about an “increase in supply,” they mean a rightward shift
of the supply curve: at any given price, producers supply a larger quantity of the good
than before. This is shown in Figure 6.4 by the rightward shift of the original supply
curve S1 to S2. And when economists talk about a “decrease in supply,” they mean a left-
ward shift of the supply curve: at any given price, producers supply a smaller quantity
of the good than before. This is represented by the leftward shift of S1 to S3.

Economists believe that shifts of the supply curve for a good or service are mainly the
result of five factors (though, as in the case of demand, there are other possible causes):
■ Changes in input prices
■ Changes in the prices of related goods or services
■ Changes in technology
■ Changes in expectations
■ Changes in the number of producers
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70 9 11 13 15 17
Quantity of coffee beans

(billions of pounds)

$2.00

1.75

1.50

1.25

1.00

0.75

0.50

Price of
coffee beans
(per pound) 

Price of
coffee beans
(per pound)

Supply Schedules for Coffee Beans

Supply curve
after entry of 
new producers

f
Supply curve
before entry o
new producers

Before entry After entry

Quantity of coffee beans supplied
(billions of pounds)

$2.00

S1 S2

1.75
1.50
1.25
1.00
0.75
0.50

11.6
11.5
11.2
10.7
10.0
9.1

   8.0

13.9
13.8
13.4
12.8
12.0
10.9
9.6

An Increase in Supplyf i g u r e  6 .2

The entry of Vietnam into the coffee bean business generated
an increase in supply—a rise in the quantity supplied at any
given price. This event is represented by the two supply
schedules—one showing supply before Vietnam’s entry, the

other showing supply after Vietnam came in—and their corre-
sponding supply curves. The increase in supply shifts the sup-
ply curve to the right.
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f i g u r e  6 .4

Shifts of the Supply Curve
Any event that increases supply shifts the
supply curve to the right, reflecting a rise
in the quantity supplied at any given
price. Any event that decreases supply
shifts the supply curve to the left, reflect-
ing a fall in the quantity supplied at any
given price.

Price

Quantity

S3 S1 S2

Decrease
in supply

Increase
in supply

f i g u r e  6 .3

Movement Along the
Supply Curve Versus
Shift of the Supply Curve
The increase in quantity supplied when
going from point A to point B reflects a
movement along the supply curve: it is
the result of a rise in the price of the
good. The increase in quantity supplied
when going from point A to point C re-
flects a change in supply: this shift to
the right is the result of an increase in
the quantity supplied at any given price.

70 10 11.2 12 15 17
Quantity of coffee beans 

(billions of pounds)

$2.00

1.75

1.50

1.25

1.00

0.75

0.50

Price of
coffee beans
(per pound)

A movement
along the supply
curve . . .

S1 S2

A
C

B

. . . is not the
same thing as
a shift of the
supply curve.

Changes in Input Prices To produce output, you need inputs. For example, to make
vanilla ice cream, you need vanilla beans, cream, sugar, and so on. An input is anything
used to produce a good or service. Inputs, like output, have prices. And an increase in
the price of an input makes the production of the final good more costly for those who
produce and sell it. So producers are less willing to supply the final good at any given
price, and the supply curve shifts to the left. For example, newspaper publishers buy
large quantities of newsprint (the paper on which newspapers are printed). When
newsprint prices rose sharply in 1994–1995, the supply of newspapers fell: several news-
papers went out of business and a number of new publishing ventures were canceled.

An input is anything that is used to produce

a good or service.



Similarly, a fall in the price of an input makes the production of the final good less
costly for sellers. They are more willing to supply the good at any given price, and the
supply curve shifts to the right.

Changes in the Prices of Related Goods or Services A single producer often pro-
duces a mix of goods rather than a single product. For example, an oil refinery pro-
duces gasoline from crude oil, but it also produces heating oil and other products
from the same raw material. When a producer sells several products, the quantity of
any one good it is willing to supply at any given price depends on the prices of its
other co-produced goods. This effect can run in either direc-
tion. An oil refinery will supply less gasoline at any given
price when the price of heating oil rises, shifting the sup-
ply curve for gasoline to the left. But it will supply more
gasoline at any given price when the price of heating
oil falls, shifting the supply curve for gaso-
line to the right. This means that gasoline
and other co-produced oil products are sub-
stitutes in production for refiners. In contrast,
due to the nature of the production process,
other goods can be complements in produc-
tion. For example, producers of crude oil—
oil-well drillers—often find that oil
wells also produce natural gas as a by-
product of oil extraction. The higher
the price at which drillers can sell nat-
ural gas, the more oil wells they will drill and the more oil they will supply at any given
price for oil. As a result, natural gas is a complement in production for crude oil.

Changes in Technology When economists talk about “technology,” they don’t necessar-
ily mean high technology—they mean all the methods people can use to turn inputs into
useful goods and services. In that sense, the whole complex sequence of activities that
turn corn from an Iowa farm into cornflakes on your breakfast table is technology. And
when better technology becomes available, reducing the cost of production—that is, let-
ting a producer spend less on inputs yet produce the same output—supply increases, and
the supply curve shifts to the right. For example, an improved strain of corn that is more
resistant to disease makes farmers willing to supply more corn at any given price.

Changes in Expectations Just as changes in expectations can shift the demand curve,
they can also shift the supply curve. When suppliers have some choice about when they
put their good up for sale, changes in the expected future price of the good can lead a
supplier to supply less or more of the good today. For example, consider the fact that
gasoline and other oil products are often stored for significant periods of time at oil re-
fineries before being sold to consumers. In fact, storage is normally part of producers’
business strategy. Knowing that the demand for gasoline peaks in the summer, oil re-
finers normally store some of their gasoline produced during the spring for summer
sale. Similarly, knowing that the demand for heating oil peaks in the winter, they nor-
mally store some of their heating oil produced during the fall for winter sale. In each
case, there’s a decision to be made between selling the product now versus storing it for
later sale. Which choice a producer makes depends on a comparison of the current
price versus the expected future price, among other factors. This example illustrates
how changes in expectations can alter supply: an increase in the anticipated future
price of a good or service reduces supply today, a leftward shift of the supply curve. But
a fall in the anticipated future price increases supply today, a rightward shift of the
supply curve.

Changes in the Number of Producers Just as changes in the number of consumers af-
fect the demand curve, changes in the number of producers affect the supply curve.
Let’s examine the individual supply curve, which shows the relationship between
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An individual supply curve illustrates the

relationship between quantity supplied and

price for an individual producer.



quantity supplied and price for an individual producer. For ex-
ample, suppose that Mr. Figueroa is a Brazilian coffee farmer
and that panel (a) of Figure 6.5 shows how many pounds of
beans he will supply per year at any given price. Then SFigueroa is
his individual supply curve.

The market supply curve shows how the combined total quan-
tity supplied by all individual producers in the market depends
on the market price of that good. Just as the market demand
curve is the horizontal sum of the individual demand curves of
all consumers, the market supply curve is the horizontal sum 
of the individual supply curves of all producers. Assume for 
a moment that there are only two producers of coffee beans, 
Mr. Figueroa and Mr. Bien Pho, a Vietnamese coffee farmer. 
Mr. Bien Pho’s individual supply curve is shown in panel (b).
Panel (c) shows the market supply curve. At any given price, the
quantity supplied to the market is the sum of the quantities sup-
plied by Mr. Figueroa and Mr. Bien Pho. For example, at a price
of $2 per pound, Mr. Figueroa supplies 3,000 pounds of coffee
beans per year and Mr. Bien Pho supplies 2,000 pounds per year,
making the quantity supplied to the market 5,000 pounds.

Clearly, the quantity supplied to the market at any given
price is larger with Mr. Bien Pho present than it would be if
Mr. Figueroa were the only supplier. The quantity supplied at
a given price would be even larger if we added a third producer,

then a fourth, and so on. So an increase in the number of producers leads to an in-
crease in supply and a rightward shift of the supply curve.

For an overview of the factors that shift supply, see Table 6.1.
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SFigueroa SBien Pho

1 2 31 22 31 4 500 0

$2

1

$2

1

$2

1

Price of
coffee beans
(per pound)

Quantity of coffee beans
(thousands of pounds)

Price of
coffee beans
(per pound)

Quantity of coffee beans
(thousands of pounds)

Price of
coffee beans
(per pound)

Quantity of coffee beans
(thousands of pounds)

(a) Mr. Figueroa’s
      Individual Supply Curve (c) Market Supply Curve

(b) Mr. Bien Pho’s
      Individual Supply Curve

SMarket

The Individual Supply Curve and the Market Supply Curvef i g u r e  6 .5

Panel (a) shows the individual supply curve for Mr. Figueroa,
SFigueroa, which indicates the quantity of coffee beans he will sell 
at any given price. Panel (b) shows the individual supply curve 
for Mr. Bien Pho, SBien Pho. The market supply curve, which 

shows the quantity of coffee beans supplied by all producers 
at any given price, is shown in panel (c). The market supply 
curve is the horizontal sum of the individual supply curves of 
all producers.
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A farmer in Brazil sorts coffee beans by
tossing them into the air. With advances
in technology, more beans can be sorted
in less time, and the supply curve shifts
to the right.
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Factors That Shift Supply

Changes in input prices

If the price of an input used to produce A rises, . . . . . .  supply of A decreases (shifts 
to the left).

If the price of an input used to produce A falls, . . . . . .  supply of A increases (shifts 
to the right).

Changes in the prices of related goods or services

If A and B are substitutes in production . . . . . .  and the price of B rises, . . . . . .  supply of A decreases.

. . .  and the price of B falls, . . . . . .  supply of A increases.

If A and B are complements in production . . . . . .  and the price of B rises, . . . . . .  supply of A increases.

. . .  and the price of B falls, . . . . . .  supply of A decreases.

Changes in technology

If the technology used to produce A improves, . . . . . .  supply of A increases.

Changes in expectations

If the price of A is expected to rise in the future, . . . . . .  supply of A decreases today.

If the price of A is expected to fall in the future, . . . . . .  supply of A increases today.

Changes in the number of producers

If the number of producers of A rises, . . . . . .  market supply of A increases.

If the number of producers of A falls, . . . . . .  market supply of A decreases.

t a b l e 6.1

Only Creatures Small and Pampered
During the 1970s, British television featured a

popular show titled All Creatures Great and
Small. It chronicled the real life of James Her-

riot, a country veterinarian who tended to cows,

pigs, sheep, horses, and the occasional house

pet, often under arduous conditions, in rural

England during the 1930s. The show made it

clear that in those days the local vet was a criti-

cal member of farming communities, saving

valuable farm animals and helping farmers sur-

vive financially. And it was also clear that Mr.

Herriot considered his life’s work well spent.

But that was then and this is now. According

to a 2007 article in the New York Times, the

United States has experienced a severe decline

in the number of farm veterinarians over the

past two decades. The source of the problem is

competition. As the number of household pets

has increased and the incomes of pet owners

have grown, the demand for pet veterinarians

has increased sharply. As a result, vets are

being drawn away from the business of caring

for farm animals into the more lucrative busi-

ness of caring for pets. As one vet stated, she

began her career caring for farm animals but

changed her mind after “doing a C-section on a

cow and it’s 50 bucks. Do a C-section on a Chi-

huahua and you get $300. It’s the money. I hate

to say that.”

How can we translate this into supply and

demand curves? Farm veterinary services and

pet veterinary services are like gasoline and

fuel oil: they’re related goods that are substi-

tutes in production. A veterinarian typically spe-

cializes in one type of practice or the other, and

that decision often depends on the going price

for the service. America’s growing pet popula-

tion, combined with the increased willingness of

doting owners to spend on their companions’

care, has driven up the price of pet veterinary

services. As a result, fewer and fewer veterinari-

ans have gone into farm animal practice. So the

supply curve of farm veterinarians has shifted

leftward—fewer farm veterinarians are offering

their services at any given price.

In the end, farmers understand that it is all a

matter of dollars and cents—that they get

fewer veterinarians because they are unwilling

to pay more. As one farmer, who had recently

lost an expensive cow due to the unavailability

of a veterinarian, stated, “The fact that there’s

nothing you can do, you accept it as a business

expense now. You didn’t used to. If you have

livestock, sooner or later you’re going to have

deadstock.” (Although we should note that this

farmer could have chosen to pay more for a vet

who would have then saved his cow.)

fy i
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Supply, Demand, and Equilibrium
We have now covered the first three key elements in the supply and demand model: the
demand curve, the supply curve, and the set of factors that shift each curve. The next
step is to put these elements together to show how they can be used to predict the actual
price at which the good is bought and sold, as well as the actual quantity transacted.

In competitive markets this interaction of supply and demand tends to move to-
ward what economists call equilibrium. Imagine a busy afternoon at your local super-
market; there are long lines at the checkout counters. Then one of the previously closed
registers opens. The first thing that happens is a rush to the newly opened register. But
soon enough things settle down and shoppers have rearranged themselves so that the
line at the newly opened register is about as long as all the others. This situation—all
the checkout lines are now the same length, and none of the shoppers can be better off
by doing something different—is what economists call equilibrium.

The concept of equilibrium helps us understand the price at which a good or service
is bought and sold as well as the quantity transacted of the good or service. A competi-
tive market is in equilibrium when the price has moved to a level at which the quantity
of a good demanded equals the quantity of that good supplied. At that price, no indi-
vidual seller could make herself better off by offering to sell either more or less of the
good and no individual buyer could make himself better off by offering to buy more or
less of the good. Recall the shoppers at the supermarket who cannot make themselves
better off (cannot save time) by changing lines. Similarly, at the market equilibrium,
the price has moved to a level that exactly matches the quantity demanded by con-
sumers to the quantity supplied by sellers.

The price that matches the quantity supplied and the quantity demanded is the
equilibrium price; the quantity bought and sold at that price is the equilibrium
quantity. The equilibrium price is also known as the market-clearing price: it is the
price that “clears the market” by ensuring that every buyer willing to pay that price
finds a seller willing to sell at that price, and vice versa. So how do we find the equilib-
rium price and quantity?

Finding the Equilibrium Price and Quantity
The easiest way to determine the equilibrium price and quantity in a market is by put-
ting the supply curve and the demand curve on the same diagram. Since the supply
curve shows the quantity supplied at any given price and the demand curve shows the

quantity demanded at any given price, the price at which the two curves
cross is the equilibrium price: the price at which quantity supplied equals
quantity demanded.

Figure 6.6 combines the demand curve from Figure 5.1 and the supply
curve from Figure 6.1. They intersect at point E, which is the equilibrium of
this market; that is, $1 is the equilibrium price and 10 billion pounds is the
equilibrium quantity.

Let’s confirm that point E fits our definition of equilibrium. At a price of
$1 per pound, coffee bean producers are willing to sell 10 billion pounds a
year and coffee bean consumers want to buy 10 billion pounds a year. So at
the price of $1 a pound, the quantity of coffee beans supplied equals the
quantity demanded. Notice that at any other price the market would not
clear: some willing buyers would not be able to find a willing seller, or vice
versa. More specifically, if the price were more than $1, the quantity supplied
would exceed the quantity demanded; if the price were less than $1, the quan-
tity demanded would exceed the quantity supplied.

The model of supply and demand, then, predicts that given the curves
shown in Figure 6.6, 10 billion pounds of coffee beans would change hands
at a price of $1 per pound. But how can we be sure that the market will arrive
at the equilibrium price? We begin by answering three simple questions:©

 D
an

 P
ir

ar
o,

 1
99

6 
D

is
t.

 B
y 

U
ni

ve
rs

al
 P

re
ss

 S
yn

di
ca

te

An economic situation is in equilibrium

when no individual would be better off doing

something different.

A competitive market is in equilibrium 

when price has moved to a level at which 

the quantity demanded of a good equals 

the quantity supplied of that good. The 

price at which this takes place is the

equilibrium price, also referred to as the

market-clearing price. The quantity of 

the good bought and sold at that price is the

equilibrium quantity.



1. Why do all sales and purchases in a market take place at the same price?

2. Why does the market price fall if it is above the equilibrium price?

3. Why does the market price rise if it is below the equilibrium price?

Why Do All Sales and Purchases in a Market Take
Place at the Same Price?
There are some markets in which the same good can sell for many different prices, de-
pending on who is selling or who is buying. For example, have you ever bought a sou-
venir in a “tourist trap” and then seen the same item on sale somewhere else (perhaps
even in the shop next door) for a lower price? Because tourists don’t know which shops
offer the best deals and don’t have time for comparison shopping, sellers in tourist
areas can charge different prices for the same good.

But in any market where the buyers and sellers have both been around for some time,
sales and purchases tend to converge at a generally uniform price, so that we can safely
talk about the market price. It’s easy to see why. Suppose a seller offered a potential buyer
a price noticeably above what the buyer knew other people to be paying. The buyer
would clearly be better off shopping elsewhere—unless the seller was prepared to offer a
better deal. Conversely, a seller would not be willing to sell for significantly less than the
amount he knew most buyers were paying; he would be better off waiting to get a more
reasonable customer. So in any well-established, ongoing market, all sellers receive and
all buyers pay approximately the same price. This is what we call the market price.

Why Does the Market Price Fall If It Is Above the
Equilibrium Price?
Suppose the supply and demand curves are as shown in Figure 6.6 but the market price
is above the equilibrium level of $1—say, $1.50. This situation is illustrated in Figure
6.7 on the next page. Why can’t the price stay there?
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f i g u r e 6 .6

Market Equilibrium
Market equilibrium occurs at point E,
where the supply curve and the de-
mand curve intersect. In equilibrium,
the quantity demanded is equal to the
quantity supplied. In this market, the
equilibrium price is $1 per pound and
the equilibrium quantity is 10 billion
pounds per year.

70 10 1513 17
Quantity of coffee beans

(billions of pounds)

$2.00

1.75

1.50

1.25

1.00

0.75

0.50

Price of
coffee beans
(per pound)

Supply

Demand

E Equilibrium

Equilibrium
quantity

Equilibrium
price
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f i g u r e  6 .7

Price Above Its Equilibrium
Level Creates a Surplus
The market price of $1.50 is above the equi-
librium price of $1. This creates a surplus: at a
price of $1.50, producers would like to sell
11.2 billion pounds but consumers want to
buy only 8.1 billion pounds, so there is a sur-
plus of 3.1 billion pounds. This surplus will
push the price down until it reaches the equi-
librium price of $1.

70 10 1513 17
Quantity of coffee beans

(billions of pounds)

$2.00

1.75

1.50

1.25

1.00

0.75

0.50

Price of
coffee beans
(per pound)

Supply

Demand

8.1 11.2

E

Surplus

Quantity
supplied

Quantity
demanded

As the figure shows, at a price of $1.50 there would be more coffee beans available
than consumers wanted to buy: 11.2 billion pounds, versus 8.1 billion pounds. The dif-
ference of 3.1 billion pounds is the surplus—also known as the excess supply—of coffee
beans at $1.50.

This surplus means that some coffee producers are frustrated: at the current price,
they cannot find consumers who want to buy their coffee beans. The surplus offers an
incentive for those frustrated would-be sellers to offer a lower price in order to poach
business from other producers and entice more consumers to buy. The result of this
price cutting will be to push the prevailing price down until it reaches the equilibrium
price. So the price of a good will fall whenever there is a surplus—that is, whenever the
market price is above its equilibrium level.

Why Does the Market Price Rise If It Is Below the
Equilibrium Price? 
Now suppose the price is below its equilibrium level—say, at $0.75 per pound, as shown
in Figure 6.8. In this case, the quantity demanded, 11.5 billion pounds, exceeds the
quantity supplied, 9.1 billion pounds, implying that there are would-be buyers who
cannot find coffee beans: there is a shortage—also known as an excess demand—of 
2.4 billion pounds.

When there is a shortage, there are frustrated would-be buyers—people who want to
purchase coffee beans but cannot find willing sellers at the current price. In this situa-
tion, either buyers will offer more than the prevailing price or sellers will realize that
they can charge higher prices. Either way, the result is to drive up the prevailing price.
This bidding up of prices happens whenever there are shortages—and there will be
shortages whenever the price is below its equilibrium level. So the market price will al-
ways rise if it is below the equilibrium level.

There is a surplus of a good when the

quantity supplied exceeds the quantity

demanded. Surpluses occur when the price is

above its equilibrium level.

There is a shortage of a good when the

quantity demanded exceeds the quantity

supplied. Shortages occur when the price is

below its equilibrium level. 



Using Equilibrium to Describe Markets
We have now seen that a market tends to have a single price, the equilibrium price. If
the market price is above the equilibrium level, the ensuing surplus leads buyers and
sellers to take actions that lower the price. And if the market price is below the equilib-
rium level, the ensuing shortage leads buyers and sellers to take actions that raise the
price. So the market price always moves toward the equilibrium price, the price at which
there is neither surplus nor shortage.
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f i g u r e  6 .8

Price Below Its Equilibrium
Level Creates a Shortage
The market price of $0.75 is below the equi-
librium price of $1. This creates a shortage:
consumers want to buy 11.5 billion pounds,
but only 9.1 billion pounds are for sale, so
there is a shortage of 2.4 billion pounds. This
shortage will push the price up until it reaches
the equilibrium price of $1.

70 10 1513 17
Quantity of coffee beans

(billions of pounds)

$2.00

1.75

1.50

1.25

1.00

0.75

0.50

Price of
coffee beans
(per pound)

Supply

Demand

9.1 11.5

E

Shortage
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M o d u l e 6 AP R e v i e w

Check Your Understanding 
1. Explain whether each of the following events represents (i) a

change in supply or (ii) a movement along the supply curve.
a. During a real estate boom that causes house prices to rise,

more homeowners put their houses up for sale.
b. Many strawberry farmers open temporary roadside stands

during harvest season, even though prices are usually low at
that time.

c. Immediately after the school year begins, fewer young people
are available to work. Fast-food chains must raise wages,
which represent the price of labor, to attract workers.

d. Many construction workers temporarily move to areas that
have suffered hurricane damage, lured by higher wages.

e. Since new technologies have made it possible to build larger
cruise ships (which are cheaper to run per passenger),

Caribbean cruise lines have offered more cabins, at lower
prices, than before.

2. In the following three situations, the market is initially in
equilibrium. After each event described below, does a surplus or
shortage exist at the original equilibrium price? What will
happen to the equilibrium price as a result?
a. In 2010 there was a bumper crop of wine grapes.
b. After a hurricane, Florida hoteliers often find that many

people cancel their upcoming vacations, leaving them with
empty hotel rooms.

c. After a heavy snowfall, many people want to buy
second-hand snowblowers at the local tool shop.

Solutions appear at the back of the book.
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Tackle the Test: Multiple-Choice Questions
1. Which of the following will decrease the supply of good “X”?

a. There is a technological advance that affects the production
of all goods.

b. The price of good “X” falls.
c. The price of good “Y” (which consumers regard as a

substitute for good “X”) decreases.
d. The wages of workers producing good “X” increase.
e. The demand for good “X” decreases.

2. An increase in the demand for steak will lead to an increase in
which of the following?  
a. the supply of steak
b. the supply of hamburger (a substitute in production)
c. the supply of chicken (a substitute in consumption)
d. the supply of leather (a complement in production)
e. the demand for leather

3. A technological advance in textbook production will lead to
which of the following? 
a. a decrease in textbook supply
b. an increase in textbook demand

c. an increase in textbook supply
d. a movement along the supply curve for textbooks 
e. an increase in textbook prices

4. Which of the following is true at equilibrium?
a. The supply schedule is identical to the demand schedule at

every price.
b. The quantity demanded is the same as the quantity

supplied.
c. The quantity is zero.
d. Every consumer who enjoys the good can consume it.
e. Producers could not make any more of the product

regardless of the price.

5. The market price of a good will tend to rise if
a. demand decreases.
b. supply increases.
c. it is above the equilibrium price.
d. it is below the equilibrium price.
e. demand shifts to the left.

Tackle the Test: Free-Response Questions
1. Draw a correctly labeled graph showing the market for tomatoes

in equilibrium. Label the equilibrium price “PE” and the
equilibrium quantity “QE.” On your graph, draw a horizontal line
indicating a price, labeled “PC”, that would lead to a shortage of
tomatoes. Label the size of the shortage on your graph.

Answer (6 points)

1 point: Graph with the vertical axis labeled “Price” or “P” and the horizontal
axis labeled “Quantity” or “Q ”

1 point: Downward sloping demand curve labeled “Demand” or “D”

1 point: Upward sloping supply curve labeled “Supply” or “S ”

1 point: Equilibrium price “PE” labeled on the vertical axis and quantity “QE”
labeled on the horizontal axis at the intersection of the supply and demand curves

1 point: Price line at a price “PC” below the equilibrium price

1 point: Correct indication of the shortage, which is the horizontal distance
between the quantity demanded and the quantity supplied at the height of PC

Price

Quantity

D

S

EPE

PC

QE

Shortage

2. Draw a correctly labeled graph showing the market for oranges
in equilibrium. Show on your graph how a hurricane that
destroys large numbers of orange groves in Florida will affect
supply and demand, if at all.



Module 7
Supply and Demand:
Changes in Equilibrium

Changes in Supply and Demand
The emergence of Vietnam as a major coffee-producing country came as a surprise, but
the subsequent fall in the price of coffee beans was no surprise at all. Suddenly, the
quantity of coffee beans available at any given price rose—that is, there was an increase
in supply. Predictably, the increase in supply lowered the equilibrium price.

The entry of Vietnamese producers into the coffee bean business was an example of
an event that shifted the supply curve for a good without affecting the demand curve.
There are many such events. There are also events that shift the demand curve without
shifting the supply curve. For example, a medical report that chocolate is good for you
increases the demand for chocolate but does not affect the supply. That is, events often
shift either the supply curve or the demand curve, but not both; it is therefore useful to
ask what happens in each case.

We have seen that when a curve shifts, the equilibrium price and quantity change.
We will now concentrate on exactly how the shift of a curve alters the equilibrium price
and quantity.

What Happens When the Demand Curve Shifts
Coffee and tea are substitutes: if the price of tea rises, the demand for coffee will in-
crease, and if the price of tea falls, the demand for coffee will decrease. But how does
the price of tea affect the market equilibrium for coffee?

Figure 7.1 on the next page shows the effect of a rise in the price of tea on the market
for coffee. The rise in the price of tea increases the demand for coffee. Point E1 shows
the original equilibrium, with P1 the equilibrium price and Q1 the equilibrium quantity
bought and sold.

An increase in demand is indicated by a rightward shift of the demand curve from
D1 to D2. At the original market price, P1, this market is no longer in equilibrium: a
shortage occurs because the quantity demanded exceeds the quantity supplied. So the
price of coffee rises and generates an increase in the quantity supplied, an upward

What you will learn 
in this Module:
• How equilibrium price and

quantity are affected when

there is a change in either

supply or demand

• How equilibrium price and

quantity are affected when

there is a simultaneous

change in both supply 

and demand

m o d u l e 7 S u p p l y  a n d  D e m a n d :  C h a n g e s  i n  E q u i l i b r i u m 71



movement along the supply curve. A new equilibrium is established at point E2, with a
higher equilibrium price, P2, and higher equilibrium quantity, Q2. This sequence of
events reflects a general principle: When demand for a good or service increases, the equilib-
rium price and the equilibrium quantity of the good or service both rise.

What would happen in the reverse case, a fall in the price of tea? A fall
in the price of tea reduces the demand for coffee, shifting the demand
curve to the left. At the original price, a surplus occurs as quantity sup-
plied exceeds quantity demanded. The price falls and leads to a de-
crease in the quantity supplied, resulting in a lower equilibrium price
and a lower equilibrium quantity. This illustrates another general prin-
ciple: When demand for a good or service decreases, the equilibrium price and

the equilibrium quantity of the good or service both fall.
To summarize how a market responds to a change in demand:

An increase in demand leads to a rise in both the equilibrium price and the
equilibrium quantity. A decrease in demand leads to a fall in both the equi-
librium price and the equilibrium quantity.

What Happens When the Supply Curve Shifts
In the real world, it is a bit easier to predict changes in supply than changes in demand.
Physical factors that affect supply, like the availability of inputs, are easier to get a han-
dle on than the fickle tastes that affect demand. Still, with supply as with demand,
what we can best predict are the effects of shifts of the supply curve.

As we mentioned earlier, a prolonged drought in Vietnam sharply reduced its pro-
duction of coffee beans. Figure 7.2 shows how this shift affected the market equilib-
rium. The original equilibrium is at E1, the point of intersection of the original supply
curve, S1, and the demand curve, with an equilibrium price, P1, and equilibrium quan-
tity, Q1. As a result of the drought, supply falls and S1 shifts leftward to S2. At the origi-
nal price, P1, a shortage of coffee beans now exists and the market is no longer in
equilibrium. The shortage causes a rise in price and a fall in quantity demanded, an up-
ward movement along the demand curve. The new equilibrium is at E2, with an equi-
librium price, P2, and an equilibrium quantity, Q2. In the new equilibrium, E2, the price
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f i g u r e  7 .1

Equilibrium and Shifts of
the Demand Curve
The original equilibrium in the market
for coffee is at E1, at the intersection of
the supply curve and the original de-
mand curve, D1. A rise in the price of
tea, a substitute, shifts the demand
curve rightward to D2. A shortage exists
at the original price, P1, causing both
the price and quantity supplied to rise, a
movement along the supply curve. A
new equilibrium is reached at E2, with a
higher equilibrium price, P2, and a
higher equilibrium quantity, Q2. When
demand for a good or service increases,
the equilibrium price and the equilib-
rium quantity of the good or service
both rise.

Q2Q1 Quantity of coffee

P2

P1

Price
of coffee

D2

Supply

D1

E2

E1

. . . leads to a
movement along
the supply curve to
a higher equilibrium 
price and higher 
equilibrium quantity.

Price
rises

Quantity rises

An increase
in demand . . .
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ot

od
is

c



is higher and the equilibrium quantity is lower than before. This may be stated as a
general principle: When supply of a good or service decreases, the equilibrium price of the good or
service rises and the equilibrium quantity of the good or service falls.

What happens to the market when supply increases? An increase in supply leads to a
rightward shift of the supply curve. At the original price, a surplus now exists; as a result,
the equilibrium price falls and the quantity demanded rises. This describes what hap-
pened to the market for coffee beans when Vietnam entered the field. We can formulate
a general principle: When supply of a good or service increases, the equilibrium price of the good
or service falls and the equilibrium quantity of the good or service rises.

To summarize how a market responds to a change in supply: An increase in supply
leads to a fall in the equilibrium price and a rise in the equilibrium quantity. A decrease in supply
leads to a rise in the equilibrium price and a fall in the equilibrium quantity.

Simultaneous Shifts of Supply and Demand Curves
Finally, it sometimes happens that events shift both the demand and supply curves at the
same time. This is not unusual; in real life, supply curves and demand curves for many
goods and services typically shift quite often because the economic environment continu-
ally changes. Figure 7.3 on the next page illustrates two examples of simultaneous shifts.
In both panels there is an increase in demand—that is, a rightward shift of the demand
curve, from D1 to D2—say, for example, representing the increase in the demand for coffee
due to changing tastes. Notice that the rightward shift in panel (a) is larger than the one in
panel (b): we can suppose that panel (a) represents a year in which many more people than
usual choose to drink double lattes and panel (b) represents a year with only a small in-
crease in coffee demand. Both panels also show a decrease in supply—that is, a leftward
shift of the supply curve from S1 to S2. Also notice that the leftward shift in panel (b) is
large relative to the one in panel (a); we can suppose that panel (b) represents the effect of a
particularly extreme drought in Vietnam and panel (a) represents the effect of a much less
severe weather event.

In both cases, the equilibrium price rises from P1 to P2 as the equilibrium moves from
E1 to E2. But what happens to the equilibrium quantity, the quantity of coffee bought
and sold? In panel (a), the increase in demand is large relative to the decrease in supply,
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f i g u r e  7 .2

Equilibrium and Shifts of
the Supply Curve
The original equilibrium in the market
for coffee beans is at E1. A drought
causes a fall in the supply of coffee
beans and shifts the supply curve left-
ward from S1 to S2. A new equilibrium
is established at E2, with a higher equi-
librium price, P2, and a lower equilib-
rium quantity, Q2.

Quantity of coffee beans

P2

P1

Q1Q2

Quantity falls

Price of
coffee
beans

Demand

Price
rises

E1

S1S2

E2

A decrease in
supply . . .

. . . leads to a
movement along
the demand curve to
a higher equilibrium 
price and lower 
equilibrium quantity.



and the equilibrium quantity rises as a result. In panel (b), the decrease in supply is large
relative to the increase in demand, and the equilibrium quantity falls as a result. That is,
when demand increases and supply decreases, the actual quantity bought and sold can
go either way, depending on how much the demand and supply curves have shifted.

In general, when supply and demand shift in opposite directions, we can’t predict
what the ultimate effect will be on the quantity bought and sold. What we can say is
that a curve that shifts a disproportionately greater distance than the other curve will
have a disproportionately greater effect on the quantity bought and sold. That said, we
can make the following prediction about the outcome when the supply and demand
curves shift in opposite directions:
■ When demand increases and supply decreases, the equilibrium price rises but the

change in the equilibrium quantity is ambiguous.
■ When demand decreases and supply increases, the equilibrium price falls but the

change in the equilibrium quantity is ambiguous.

But suppose that the demand and supply curves shift in the same direction. This
was the case in the global market for coffee beans, in which both supply and demand
increased over the past decade. Can we safely make any predictions about the changes
in price and quantity? In this situation, the change in quantity bought and sold can be
predicted but the change in price is ambiguous. The two possible outcomes when the
supply and demand curves shift in the same direction (which you should check for
yourself) are as follows:
■ When both demand and supply increase, the equilibrium quantity increases but the

change in equilibrium price is ambiguous.
■ When both demand and supply decrease, the equilibrium quantity decreases but the

change in equilibrium price is ambiguous.
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Simultaneous Shifts of the Demand and Supply Curvesf i g u r e  7 .3

In panel (a) there is a simultaneous rightward shift of the demand
curve and leftward shift of the supply curve. Here the increase in
demand is larger than the decrease in supply, so the equilibrium
price and equilibrium quantity both rise. In panel (b) there is also a

simultaneous rightward shift of the demand curve and leftward
shift of the supply curve. Here the decrease in supply is larger than
the increase in demand, so the equilibrium price rises and the
equilibrium quantity falls.



m o d u l e 7 S u p p l y  a n d  D e m a n d :  C h a n g e s  i n  E q u i l i b r i u m 75

The Great Tortilla Crisis
“Thousands in Mexico City protest rising food

prices.” So read a recent headline in the New
York Times. Specifically, the demonstrators were

protesting a sharp rise in the price of tortillas, a

staple food of Mexico’s poor, which had gone

from 25 cents a pound to between 35 and 45

cents a pound in just a few months.

Why were tortilla prices soaring? It was a

classic example of what happens to equilibrium

prices when supply falls. Tortillas are made from

corn; much of Mexico’s corn is imported from

the United States, with the price of corn in both

countries basically set in the U.S. corn market.

And U.S. corn prices were rising rapidly thanks

to surging demand in a new market: the market

for ethanol.

Ethanol’s big break came with the Energy

Policy Act of 2005, which mandated the use 

of a large quantity of “renewable” fuels 

starting in 2006, and rising steadily thereafter.

In practice, that meant increased use of

ethanol. Ethanol producers rushed to build 

new production facilities and quickly began

buying lots of corn. The result was a rightward

shift of the demand curve for corn, leading to a

sharp rise in the price of corn. And since corn

is an input in the production of tortillas, a

sharp rise in the price of corn led to a fall in

the supply of tortillas and higher prices for tor-

tilla consumers.

The increase in the price of corn was good

news in Iowa, where farmers began planting

more corn than ever before. But it was bad

news for Mexican consumers, who found them-

selves paying more for their tortillas.

fy i

A cook prepares tortillas made with four differ-
ent types of corn in a restaurant in Mexico City.
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Check Your Understanding 
1. For each of the following examples, explain how the indicated

change affects supply or demand for the good in question 
and how the shift you describe affects equilibrium price 
and quantity.
a. As the price of gasoline fell in the United States during the

1990s, more people bought large cars.
b. As technological innovation has lowered the cost of

recycling used paper, fresh paper made from recycled stock is
used more frequently.

c. When a local cable company offers cheaper pay-per-view
films, local movie theaters have more unfilled seats.

Solutions appear at the back of the book.

2. Periodically, a computer chip maker like Intel introduces a new
chip that is faster than the previous one. In response, demand
for computers using the earlier chip decreases as customers put
off purchases in anticipation of machines containing the new
chip. Simultaneously, computer makers increase their
production of computers containing the earlier chip in order to
clear out their stocks of those chips.

Draw two diagrams of the market for computers containing
the earlier chip: (a) one in which the equilibrium quantity 
falls in response to these events and (b) one in which the
equilibrium quantity rises. What happens to the equilibrium
price in each diagram?

Tackle the Test: Multiple-Choice Questions
1. Which of the following describes what will happen in the

market for tomatoes if a salmonella outbreak is attributed to
tainted tomatoes?
a. Supply will decrease and price will increase.
b. Supply will decrease and price will decrease.
c. Demand will decrease and price will increase.
d. Demand will decrease and price will decrease.
e. Supply and demand will both decrease.

2. Which of the following will lead to an increase in the
equilibrium price of product “X”? A(n)
a. increase in consumer incomes if product “X” is an inferior good
b. increase in the price of machinery used to produce product “X”
c. technological advance in the production of good “X”
d. decrease in the price of good “Y” (a substitute for good “X”)
e. expectation by consumers that the price of good “X” is going

to fall
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3. The equilibrium price will rise, but equilibrium quantity may
increase, decrease, or stay the same if 
a. demand increases and supply decreases.
b. demand increases and supply increases.
c. demand decreases and supply increases.
d. demand decreases and supply decreases.
e. demand increases and supply does not change.

4. An increase in the number of buyers and a technological
advance will cause
a. demand to increase and supply to increase.
b. demand to increase and supply to decrease.

c. demand to decrease and supply to increase.
d. demand to decrease and supply to decrease.
e. no change in demand and an increase in supply.

5. Which of the following is certainly true if demand and supply
increase at the same time?
a. The equilibrium price will increase.
b. The equilibrium price will decrease.
c. The equilibrium quantity will increase.
d. The equilibrium quantity will decrease.
e. The equilibrium quantity may increase, decrease, or stay 

the same.

Tackle the Test: Free-Response Questions 
1. Draw a correctly labeled graph showing the SUV market in

equilibrium. On your graph, show the effect on equilibrium
price and quantity in the market for SUVs if the price of
gasoline increases.

Answer (5 points)

1 point: The vertical axis is labeled “Price” (or “P ”) and the horizontal axis is
labeled “Quantity”‘ (or “Q ”).

1 point: The graph shows a downward sloping demand curve and an upward
sloping supply curve (with labels).

1 point: Equilibrium price and quantity are found where supply and demand
intersect and are labeled on the appropriate axes.

1 point: A new (and labeled) demand curve is shown to the left of the original
demand curve.

1 point: The new equilibrium price and quantity are found at the intersection of
the original supply curve and the new demand curve and are labeled on the
appropriate axes.

Price

Quantity

S

P1

P2

Q1Q2

D1

D2

E2

E1

2. Draw a correctly labeled graph showing the market for cups of
coffee in equilibrium. On your graph, show the effect of a
decrease in the price of coffee beans on equilibrium price and
equilibrium quantity in the market for cups of coffee.
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in this Module:
• The meaning of price

controls, one way

government intervenes 

in markets

• How price controls can

create problems and make a

market inefficient

• Why economists are often

deeply skeptical of attempts

to intervene in markets

• Who benefits and who loses

from price controls, and why

they are used despite their

well-known problems
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Module 8
Supply and Demand:
Price Controls 
(Ceilings and Floors)

Why Governments Control Prices
You learned in Module 6 that a market moves to equilibrium—that is, the market price
moves to the level at which the quantity supplied equals the quantity demanded. But
this equilibrium price does not necessarily please either buyers or sellers.

After all, buyers would always like to pay less if they could, and sometimes they can
make a strong moral or political case that they should pay lower prices. For example,
what if the equilibrium between supply and demand for apartments in a major city
leads to rental rates that an average working person can’t afford? In that case, a govern-
ment might well be under pressure to impose limits on the rents landlords can charge.

Sellers, however, would always like to get more money for what they sell, and some-
times they can make a strong moral or political case that they should receive higher
prices. For example, consider the labor market: the price for an hour of a worker’s time
is the wage rate. What if the equilibrium between supply and demand for less skilled
workers leads to wage rates that yield an income below the poverty level? In that case, a
government might well be pressured to require employers to pay a rate no lower than
some specified minimum wage.

In other words, there is often a strong political demand for governments to inter-
vene in markets. And powerful interests can make a compelling case that a market in-
tervention favoring them is “fair.” When a government intervenes to regulate prices, we
say that it imposes price controls. These controls typically take the form of either an
upper limit, a price ceiling, or a lower limit, a price floor.

Unfortunately, it’s not that easy to tell a market what to do. As we will now see, when
a government tries to legislate prices—whether it legislates them down by imposing a
price ceiling or up by imposing a price floor—there are certain predictable and unpleas-
ant side effects.

Price controls are legal restrictions on 

how high or low a market price may go. They

can take two forms: a price ceiling, a

maximum price sellers are allowed to charge

for a good or service, or a price floor, a

minimum price buyers are required to pay for

a good or service.



We make an important assumption in this module: the markets in question are effi-
cient before price controls are imposed. Markets can sometimes be inefficient—for ex-
ample, a market dominated by a monopolist, a single seller who has the power to
influence the market price. When markets are inefficient, price controls don’t necessar-
ily cause problems and can potentially move the market closer to efficiency. In practice,
however, price controls often are imposed on efficient markets—like the New York City
apartment market. And so the analysis in this module applies to many important real-
world situations.

Price Ceilings
Aside from rent control, there are not many price ceilings in the United States today. But
at times they have been widespread. Price ceilings are typically imposed during crises—
wars, harvest failures, natural disasters—because these events often lead to sudden price
increases that hurt many people but produce big gains for a lucky few. The U.S. govern-
ment imposed ceilings on many prices during World War II: the war sharply increased
demand for raw materials, such as aluminum and steel, and price controls prevented
those with access to these raw materials from earning huge profits. Price controls on oil
were imposed in 1973, when an embargo by Arab oil-exporting countries seemed likely
to generate huge profits for U.S. oil companies. Price controls were imposed on Califor-
nia’s wholesale electricity market in 2001, when a shortage created big profits for a few
power-generating companies but led to higher electricity bills for consumers.

Rent control in New York is, believe it or not, a legacy of World War II: it was imposed
because wartime production created an economic boom, which increased demand for
apartments at a time when the labor and raw materials that might have been used to
build them were being used to win the war instead. Although most price controls were
removed soon after the war ended, New York’s rent limits were retained and gradually
extended to buildings not previously covered, leading to some very strange situations.

You can rent a one-bedroom apartment in Manhattan on fairly short notice—if you
are able and willing to pay several thousand dollars a month and live in a less-than-
desirable area. Yet some people pay only a small fraction of this for comparable apart-
ments, and others pay hardly more for bigger apartments in better locations.

Aside from producing great deals for some renters, however, what are the broader
consequences of New York’s rent-control system? To answer this question, we turn to
the supply and demand model.

Modeling a Price Ceiling
To see what can go wrong when a government imposes a price ceiling on an efficient
market, consider Figure 8.1, which shows a simplified model of the market for apart-
ments in New York. For the sake of simplicity, we imagine that all apartments are ex-
actly the same and so would rent for the same price in an unregulated market. The
table in the figure shows the demand and supply schedules; the demand and supply
curves are shown on the left. We show the quantity of apartments on the horizontal
axis and the monthly rent per apartment on the vertical axis. You can see that in an un-
regulated market the equilibrium would be at point E: 2 million apartments would be
rented for $1,000 each per month.

Now suppose that the government imposes a price ceiling, limiting rents to a price
below the equilibrium price—say, no more than $800.

Figure 8.2 shows the effect of the price ceiling, represented by the line at $800. At the
enforced rental rate of $800, landlords have less incentive to offer apartments, so they
won’t be willing to supply as many as they would at the equilibrium rate of $1,000. They
will choose point A on the supply curve, offering only 1.8 million apartments for rent,
200,000 fewer than in the unregulated market. At the same time, more people will want
to rent apartments at a price of $800 than at the equilibrium price of $1,000; as shown
at point B on the demand curve, at a monthly rent of $800 the quantity of apartments
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The Market for Apartments in the Absence of Government Controlsf i g u r e  8 .1

Without government intervention, the market for apart-
ments reaches equilibrium at point E with a market rent of

$1,000 per month and 2 million apartments rented.

f i g u r e  8 .2

The Effects of a 
Price Ceiling
The black horizontal line represents the
government-imposed price ceiling on
rents of $800 per month. This price ceil-
ing reduces the quantity of apartments
supplied to 1.8 million, point A, and in-
creases the quantity demanded to 2.2
million, point B. This creates a persistent
shortage of 400,000 units: 400,000 peo-
ple who want apartments at the legal rent
of $800 but cannot get them.
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demanded rises to 2.2 million, 200,000 more than in the unregulated market and
400,000 more than are actually available at the price of $800. So there is now a persistent
shortage of rental housing: at that price, 400,000 more people want to rent than are able
to find apartments.



Do price ceilings always cause shortages? No. If a price ceiling is set above the equi-
librium price, it won’t have any effect. Suppose that the equilibrium rental rate on
apartments is $1,000 per month and the city government sets a ceiling of $1,200. Who
cares? In this case, the price ceiling won’t be binding—it won’t actually constrain mar-
ket behavior—and it will have no effect.

Inefficient Allocation to Consumers Rent control doesn’t just lead to too few apart-
ments being available. It can also lead to misallocation of the apartments that are avail-
able: people who badly need a place to live may not be able to find an apartment, while
some apartments may be occupied by people with much less urgent needs.

In the case shown in Figure 8.2, 2.2 million people would like to rent an apartment
at $800 per month, but only 1.8 million apartments are available. Of those 2.2 million
who are seeking an apartment, some want an apartment badly and are willing to pay a
high price to get one. Others have a less urgent need and are only willing to pay a low
price, perhaps because they have alternative housing. An efficient allocation of apart-
ments would reflect these differences: people who really want an apartment will get
one and people who aren’t all that eager to find an apartment won’t. In an inefficient
distribution of apartments, the opposite will happen: some people who are not espe-
cially eager to find an apartment will get one and others who are very eager to find an
apartment won’t. Because people usually get apartments through luck or personal con-
nections under rent control, it generally results in an inefficient allocation to con-
sumers of the few apartments available.

To see the inefficiency involved, consider the plight of the Lees, a family with young
children who have no alternative housing and would be willing to pay up to $1,500 for an
apartment—but are unable to find one. Also consider George, a retiree who lives most of
the year in Florida but still has a lease on the New York apartment he moved into 40 years
ago. George pays $800 per month for this apartment, but if the rent were even slightly
more—say, $850—he would give it up and stay with his children when he is in New York.

This allocation of apartments—George has one and the Lees do not—is a missed op-
portunity: there is a way to make the Lees and George both better off at no additional
cost. The Lees would be happy to pay George, say, $1,200 a month to sublease his apart-
ment, which he would happily accept since the apartment is worth no more than $849 a
month to him. George would prefer the money he gets from the Lees to keeping his
apartment; the Lees would prefer to have the apartment rather than the money. So both
would be made better off by this transaction—and nobody else would be made worse off.

Generally, if people who really want apartments could sublease them from people
who are less eager to live there, both those who gain apartments and those who trade
their occupancy for money would be better off. However, subletting is illegal under rent
control because it would occur at prices above the price ceiling. The fact that subletting
is illegal doesn’t mean it never happens. In fact, chasing down illegal subletting is a
major business for New York private investigators. A 2007 report in the New York Times
described how private investigators use hidden cameras and other tricks to prove that
the legal tenants in rent-controlled apartments actually live in the suburbs, or even in
other states, and have sublet their apartments at two or three times the controlled rent.
This subletting is a kind of illegal activity, which we will discuss shortly. For now, just
notice that the aggressive pursuit of illegal subletting surely discourages the practice, so
there isn’t enough subletting to eliminate the inefficient allocation of apartments.

Wasted Resources Another reason a price ceiling causes inefficiency is that it leads
to wasted resources: people expend money, effort, and time to cope with the short-
ages caused by the price ceiling. Back in 1979, U.S. price controls on gasoline led to
shortages that forced millions of Americans to spend hours each week waiting in lines
at gas stations. The opportunity cost of the time spent in gas lines—the wages not
earned, the leisure time not enjoyed—constituted wasted resources from the point of
view of consumers and of the economy as a whole. Because of rent control, the Lees will
spend all their spare time for several months searching for an apartment, time they
would rather have spent working or engaged in family activities. That is, there is an op-
portunity cost to the Lees’ prolonged search for an apartment—the leisure or income
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Price ceilings often lead to inefficiency in the

form of inefficient allocation to

consumers: people who want the good

badly and are willing to pay a high price don’t

get it, and those who care relatively little

about the good and are only willing to pay a

relatively low price do get it.

Price ceilings typically lead to inefficiency in

the form of wasted resources: people

expend money, effort, and time to cope with

the shortages caused by the price ceiling.



they had to forgo. If the market for apartments
worked freely, the Lees would quickly find an apart-
ment at the equilibrium rent of $1,000, leaving them
time to earn more or to enjoy themselves—an out-
come that would make them better off without mak-
ing anyone else worse off. Again, rent control creates
missed opportunities. 

Inefficiently Low Quality Yet another way a price ceil-
ing causes inefficiency is by causing goods to be of inef-
ficiently low quality. Inefficiently low quality means
that sellers offer low-quality goods at a low price even
though buyers would rather have higher quality and
are willing to pay a higher price for it.

Again, consider rent control. Landlords have no
incentive to provide better conditions because they cannot raise rents to cover their re-
pair costs but are able to find tenants easily. In many cases, tenants would be willing to
pay much more for improved conditions than it would cost for the landlord to provide
them—for example, the upgrade of an antiquated electrical system that cannot safely
run air conditioners or computers. But any additional payment for such improvements
would be legally considered a rent increase, which is prohibited. Indeed, rent-
controlled apartments are notoriously badly maintained, rarely painted, subject to fre-
quent electrical and plumbing problems, sometimes even hazardous to inhabit. As one
former manager of Manhattan buildings explained, “At unregulated apartments we’d
do most things that the tenants requested. But on the rent-regulated units, we did ab-
solutely only what the law required. . . . We had a perverse incentive to make those ten-
ants unhappy. With regulated apartments, the ultimate objective is to get people out of
the building [because rents can be raised for new tenants].”

This whole situation is a missed opportunity—some tenants would be happy to pay
for better conditions, and landlords would be happy to provide them for payment. But
such an exchange would occur only if the market were allowed to operate freely.

Black Markets And that leads us to a last aspect of price ceilings: the incentive they
provide for illegal activities, specifically the emergence of black markets. We have al-
ready described one kind of black market activity—illegal subletting by tenants. But it
does not stop there. Clearly, there is a temptation for a landlord to say to a potential
tenant, “Look, you can have the place if you slip me an extra few hundred in cash each
month”—and for the tenant to agree, if he or she is one of those people who would be
willing to pay much more than the maximum legal rent.

What’s wrong with black markets? In general, it’s a bad thing if people break any law
because it encourages disrespect for the law in general. Worse yet, in this case illegal ac-
tivity worsens the position of those who try to be honest. If the Lees are scrupulous
about upholding the rent-control law but other people—who may need an apartment
less than the Lees—are willing to bribe landlords, the Lees may never find an apartment.

So Why Are There Price Ceilings?
We have seen three common results of price ceilings:
■ a persistent shortage of the good
■ inefficiency arising from this persistent shortage in the form of inefficiently low

quantity, inefficient allocation of the good to consumers, resources wasted in
searching for the good, and the inefficiently low quality of the good offered for sale

■ the emergence of illegal, black market activity

Given these unpleasant consequences, why do governments still sometimes impose
price ceilings? Why does rent control, in particular, persist in New York?

One answer is that although price ceilings may have adverse effects, they do benefit
some people. In practice, New York’s rent-control rules—which are more complex than our
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Signs advertising apartments to
rent or sublet are common in New
York City.
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Price ceilings often lead to inefficiency in that

the goods being offered are of inefficiently

low quality: sellers offer low quality goods

at a low price even though buyers would

prefer a higher quality at a higher price.

A black market is a market in which goods

or services are bought and sold illegally—

either because it is illegal to sell them at all or

because the prices charged are legally

prohibited by a price ceiling.



simple model—hurt most residents but give a small minority of renters much cheaper
housing than they would get in an unregulated market. And those who benefit from the
controls may be better organized and more vocal than those who are harmed by them.

Also, when price ceilings have been in effect for a long time, buyers may not have a
realistic idea of what would happen without them. In our previous example, the rental
rate in an unregulated market (Figure 8.1) would be only 25% higher than in the regu-
lated market (Figure 8.2): $1,000 instead of $800. But how would renters know that?
Indeed, they might have heard about black market transactions at much higher
prices—the Lees or some other family paying George $1,200 or more—and would not
realize that these black market prices are much higher than the price that would prevail
in a fully unregulated market.

A last answer is that government officials often do not understand supply and de-
mand analysis! It is a great mistake to suppose that economic policies in the real world
are always sensible or well informed.

Price Floors
Sometimes governments intervene to push market prices up instead of down. Price
floors have been widely legislated for agricultural products, such as wheat and milk, as a
way to support the incomes of farmers. Historically, there were also price floors on
such services as trucking and air travel, although these were phased out by the U.S. gov-
ernment in the 1970s. If you have ever worked in a fast-food restaurant, you are likely
to have encountered a price floor: governments in the United States and many other
countries maintain a lower limit on the hourly wage rate of a worker’s labor—that is, a
floor on the price of labor—called the minimum wage.

Just like price ceilings, price floors are intended to help some people but generate pre-
dictable and undesirable side effects. Figure 8.3 shows hypothetical supply and demand
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Without government intervention, the market for butter reaches equilibrium at a price of $1 per pound with 10 million pounds of but-
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wage rate, which is the market price of labor.



curves for butter. Left to itself, the market would move to equilibrium at point E, with
10 million pounds of butter bought and sold at a price of $1 per pound.

Now suppose that the government, in order to help dairy farmers, imposes a price
floor on butter of $1.20 per pound. Its effects are shown in Figure 8.4, where the line at
$1.20 represents the price floor. At a price of $1.20 per pound, producers would want
to supply 12 million pounds (point B on the supply curve) but consumers would want
to buy only 9 million pounds (point A on the demand curve). So the price floor leads to
a persistent surplus of 3 million pounds of butter.

Does a price floor always lead to an unwanted surplus? No. Just as in the case of a price
ceiling, the floor may not be binding—that is, it may be irrelevant. If the equilibrium price
of butter is $1 per pound but the floor is set at only $0.80, the floor has no effect.

But suppose that a price floor is binding: what happens to the unwanted surplus?
The answer depends on government policy. In the case of agricultural price floors, gov-
ernments buy up unwanted surplus. As a result, the U.S. government has at times
found itself warehousing thousands of tons of butter, cheese, and other farm products.
(The European Commission, which administers price floors for a number of European
countries, once found itself the owner of a so-called butter mountain, equal in weight
to the entire population of Austria.) The government then has to find a way to dispose
of these unwanted goods.

Some countries pay exporters to sell products at a loss overseas; this is standard
procedure for the European Union. The United States gives surplus food away to
schools, which use the products in school lunches. In some cases, governments have
actually destroyed the surplus production. To avoid the problem of dealing with the
unwanted surplus, the U.S. government typically pays farmers not to produce the
products at all.

When the government is not prepared to purchase the unwanted surplus, a price
floor means that would-be sellers cannot find buyers. This is what happens when
there is a price floor on the wage rate paid for an hour of labor, the minimum wage:
when the minimum wage is above the equilibrium wage rate, some people who are
willing to work—that is, sell labor—cannot find buyers—that is, employers—willing to
give them jobs.
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The Effects of a Price Floor
The dark horizontal line represents the gov-
ernment-imposed price floor of $1.20 per
pound of butter. The quantity of butter de-
manded falls to 9 million pounds, and the
quantity supplied rises to 12 million pounds,
generating a persistent surplus of 3 million
pounds of butter.
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How a Price Floor Causes Inefficiency
The persistent surplus that results from a price floor creates missed opportunities—
inefficiencies—that resemble those created by the shortage that results from a 
price ceiling. 

Inefficiently Low Quantity Because a price floor raises the price of a good to con-
sumers, it reduces the quantity of that good demanded; because sellers can’t sell more
units of a good than buyers are willing to buy, a price floor reduces the quantity of a
good bought and sold below the market equilibrium quantity. Notice that this is the
same effect as a price ceiling. You might be tempted to think that a price floor and a
price ceiling have opposite effects, but both have the effect of reducing the quantity of
a good bought and sold.

Inefficient Allocation of Sales Among Sellers Like a price ceiling, a price floor can
lead to inefficient allocation—but in this case inefficient allocation of sales among sell-
ers rather than inefficient allocation to consumers.

An episode from the Belgian movie Rosetta, a realistic fictional story, illustrates
the problem of inefficient allocation of selling opportunities quite well. Like 
many European countries, Belgium has a high minimum wage, and jobs for young
people are scarce. At one point Rosetta, a young woman who is very eager to work,
loses her job at a fast-food stand because the owner of the stand replaces her with
his son—a very reluctant worker. Rosetta would be willing to work for less money,
and with the money he would save, the owner could give his son an allowance and
let him do something else. But to hire Rosetta for less than the minimum wage
would be illegal.

Wasted Resources Also like a price ceiling, a price floor generates inefficiency by wast-
ing resources. The most graphic examples involve government purchases of the un-
wanted surpluses of agricultural products caused by price floors. When the surplus
production is simply destroyed, and when the stored produce goes, as officials eu-
phemistically put it, “out of condition” and must be thrown away, it is pure waste.
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Price Floors and School Lunches
When you were in grade school, did your school

offer free or very cheap lunches? If so, you were

probably a beneficiary of price floors.

Where did all the cheap food come from?

During the 1930s, when the U.S. economy was

going through the Great Depression, a pro-

longed economic slump, prices were low and

farmers were suffering severely. In an effort to

help rural Americans, the U.S. government im-

posed price floors on a number of agricultural

products. The system of agricultural price

floors—officially called price support pro-

grams—continues to this day. Among the prod-

ucts subject to price support are sugar and

various dairy products; at times grains, beef,

and pork have also had a minimum price.

The big problem with any attempt to impose

a price floor is that it creates a surplus. To

some extent the U.S. Department of Agriculture

has tried to head off surpluses by taking 

steps to reduce supply; for example, by paying

farmers not to grow crops. As a last resort,

however, the U.S. government has been willing

to buy up the surplus, taking the excess supply

off the market.

But then what? The government has to find a

way to get rid of the agricultural products it has

bought. It can’t just sell them: that would de-

press market prices, forcing the government to

buy the stuff right back. So it has to give it away

in ways that don’t depress market prices. One

of the ways it does this is by giving surplus

food, free, to school lunch programs. These gifts

are known as “bonus foods.” Along with finan-

cial aid, bonus foods are what allow many

school districts to provide free or very cheap

lunches to their students. Is this a story with a

happy ending?

Not really. Nutritionists, concerned about grow-

ing child obesity in the United States, place part

of the blame on those bonus foods. Schools get

whatever the government has too much of—and

that has tended to include a lot of dairy products,

beef, and corn, and not much in the way of fresh

vegetables or fruit. As a result, school lunches

that make extensive use of bonus foods tend to

be very high in fat and calories. So this is a case

in which there is such a thing as a free lunch—

but this lunch may be bad for your health.
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of sales among sellers: those who would

be willing to sell the good at the lowest price

are not always those who manage to sell it.



Price floors also lead to wasted time and effort. Consider the minimum wage.
Would-be workers who spend many hours searching for jobs, or waiting in line in the
hope of getting jobs, play the same role in the case of price floors as hapless families
searching for apartments in the case of price ceilings.

Inefficiently High Quality Again like price ceilings, price floors lead to inefficiency in
the quality of goods produced.

We’ve seen that when there is a price ceiling, suppliers produce goods that are of in-
efficiently low quality: buyers prefer higher-quality products and are willing to pay for
them, but sellers refuse to improve the quality of their products because the price ceil-
ing prevents their being compensated for doing so. This same logic applies to price
floors, but in reverse: suppliers offer goods of inefficiently high quality.

How can this be? Isn’t high quality a good thing? Yes, but only if it is worth the cost.
Suppose that suppliers spend a lot to make goods of very high quality but that this
quality isn’t worth much to consumers, who would rather receive the money spent on
that quality in the form of a lower price. This represents a missed opportunity: suppli-
ers and buyers could make a mutually beneficial deal in which buyers got goods of
lower quality for a much lower price.

A good example of the inefficiency of excessive quality comes from the days when
transatlantic airfares were set artificially high by international treaty. Forbidden to com-
pete for customers by offering lower ticket prices, airlines instead offered expensive serv-
ices, like lavish in-flight meals that went largely uneaten. At one point the regulators
tried to restrict this practice by defining maximum service standards—for example, that
snack service should consist of no more than a sandwich. One airline then introduced
what it called a “Scandinavian Sandwich,” a towering affair that
forced the convening of another conference to define sandwich. All
of this was wasteful, especially considering that what passengers really
wanted was less food and lower airfares.

Since the deregulation of U.S. airlines in the 1970s, American passen-
gers have experienced a large decrease in ticket prices accompa-
nied by a decrease in the quality of in-flight service—smaller seats,
lower-quality food, and so on. Everyone complains about the service—
but thanks to lower fares, the number of people flying on U.S. carriers
has grown several hundred percent since airline deregulation.

Illegal Activity Finally, like price ceilings, price floors provide incentives for illegal ac-
tivity. For example, in countries where the minimum wage is far above the equilibrium
wage rate, workers desperate for jobs sometimes agree to work off the books for em-
ployers who conceal their employment from the government—or bribe the government
inspectors. This practice, known in Europe as “black labor,” is especially common in
southern European countries such as Italy and Spain.

So Why Are There Price Floors?
To sum up, a price floor creates various negative side effects:
■ a persistent surplus of the good
■ inefficiency arising from the persistent surplus in the form of inefficiently low

quantity, inefficient allocation of sales among sellers, wasted resources, and an inef-
ficiently high level of quality offered by suppliers

■ the temptation to engage in illegal activity, particularly bribery and corruption of
government officials

So why do governments impose price floors when they have so many negative side
effects? The reasons are similar to those for imposing price ceilings. Government offi-
cials often disregard warnings about the consequences of price floors either because
they believe that the relevant market is poorly described by the supply and demand
model or, more often, because they do not understand the model. Above all, just as
price ceilings are often imposed because they benefit some influential buyers of a good,
price floors are often imposed because they benefit some influential sellers.
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that goods of inefficiently high quality 

are offered: sellers offer high-quality goods 

at a high price, even though buyers would

prefer a lower quality at a lower price.
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M o d u l e 8 AP R e v i e w

Check Your Understanding 
2. True or false? Explain your answer. A price ceiling below 

the equilibrium price in an otherwise efficient market does 
the following:
a. increases quantity supplied
b. makes some people who want to consume the good worse off
c. makes all producers worse off

3. The state legislature mandates a price floor for gasoline of PF

per gallon. Assess the following statements and illustrate your
answer using the figure provided.

a. Proponents of the law claim it will increase the income of
gas station owners. Opponents claim it will hurt gas station
owners because they will lose customers.

b. Proponents claim consumers will be better off because gas
stations will provide better service. Opponents claim
consumers will be generally worse off because they prefer to
buy gas at cheaper prices.

c. Proponents claim that they are helping gas station owners
without hurting anyone else. Opponents claim that
consumers are hurt and will end up doing things like buying
gas in a nearby state or on the black market.

Price of gas

Quantity of gas
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Solutions appear at the back of the book.

1. On game days, homeowners near Middletown University’s
stadium used to rent parking spaces in their driveways to fans
at a going rate of $11. A new town ordinance now sets a
maximum parking fee of $7. Use the accompanying supply and
demand diagram to explain how each of the following can
result from the price ceiling.

a. Some homeowners now think it’s not worth the hassle to
rent out spaces.

b. Some fans who used to carpool to the game now drive alone.
c. Some fans can’t find parking and leave without seeing 

the game.
Explain how each of the following adverse effects arises from
the price ceiling.
d. Some fans now arrive several hours early to find parking.
e. Friends of homeowners near the stadium regularly attend

games, even if they aren’t big fans. But some serious fans
have given up because of the parking situation.

f. Some homeowners rent spaces for more than $7 but pretend
that the buyers are non paying friends or family.
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Tackle the Test: Multiple-Choice Questions
1. To be effective, a price ceiling must be set

I. above the equilibrium price.
II. in the housing market.

III. to achieve the equilibrium market quantity.
a. I
b. II
c. III
d. I, II, and III
e. None of the above
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2. Refer to the graph provided. A price floor set at $5 will result in
a. a shortage of 100 units.
b. a surplus of 100 units.
c. a shortage of 200 units.
d. a surplus of 200 units.
e. a surplus of 50 units.

3. Effective price ceilings are inefficient because they
a. create shortages.
b. lead to wasted resources.
c. decrease quality.
d. create black markets.
e. do all of the above.

4. Refer to the graph provided. If the government establishes a
minimum wage at $10, how many workers will benefit from 
the higher wage?

0

Wage
(per hour)

Number of workers

$10

7

50 80 110

E

D

S

a. 30
b. 50
c. 60
d. 80
e. 110

5. Refer to the graph for question 4. With a minimum wage of
$10, how many workers are unemployed (would like to work,
but are unable to find a job)?
a. 30
b. 50
c. 60
d. 80
e. 110

Tackle the Test: Free-Response Questions
1. Refer to the graph provided to answer the following questions.

a. What are the equilibrium wage and quantity of workers in
this market?

b. For it to be effective, where would the government have to
set a minimum wage?

c. If the government set a minimum wage at $8,
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1,000 1,800 2,600
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E

i. how many workers would supply their labor?
ii. how many workers would be hired?
iii. how many workers would want to work that did not want

to work for the equilibrium wage?
iv. how many previously employed workers would no longer

have a job?

Answer (6 points)

1 point: wage = $6, quantity of labor = 1,800

1 point: anywhere above $6

1 point: 2,600 workers would supply their labor

1 point: 1,000 workers would be hired

1 point: 800 (the number of workers who would want to work for $8 but did not
supply labor for $6)

1 point: 800 (at equilibrium, 1,800 workers were hired, at a wage of $8, 1,000
workers would be hired. 1,800 − 1,000 = 800)

2. Draw a correctly labeled graph of a housing market in equilibrium.
On your graph, illustrate an effective legal limit (ceiling) on rent.
Identify the quantity of housing demanded, the quantity of
housing supplied, and the size of the resulting surplus or shortage.
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• The meaning of quantity

controls, another way

government intervenes 

in markets

• How quantity controls create

problems and can make a

market inefficient

• Who benefits and who loses

from quantity controls, and

why they are used despite

their well-known problems

Module 9
Supply and Demand:
Quantity Controls
What you will learn in this module:

Controlling Quantities
In the 1930s, New York City instituted a system of licensing for taxicabs: only taxis with
a “medallion” were allowed to pick up passengers. Because this system was intended to
ensure quality, medallion owners were supposed to maintain certain standards, includ-
ing safety and cleanliness. A total of 11,787 medallions were issued, with taxi owners
paying $10 for each medallion.

In 1995, there were still only 11,787 licensed taxicabs in New York, even though the
city had meanwhile become the financial capital of the world, a place where hundreds
of thousands of people in a hurry tried to hail a cab every day. (An additional 400
medallions were issued in 1995, and after several rounds of sales of additional medal-
lions, today there are 13,257 medallions.)

The result of this restriction on the number of taxis was that a New York City taxi
medallion became very valuable: if you wanted to operate a taxi in New York, you had
to lease a medallion from someone else or buy one for a going price of several hundred
thousand dollars.

It turns out that this story is not unique; other cities introduced similar medallion
systems in the 1930s and, like New York, have issued few new medallions since. In San
Francisco and Boston, as in New York, taxi medallions trade for six-figure prices.

A taxi medallion system is a form of quantity control, or quota, by which the gov-
ernment regulates the quantity of a good that can be bought and sold rather than regu-
lating the price. Typically, the government limits quantity in a market by issuing
licenses; only people with a license can legally supply the good. A taxi medallion is just
such a license. The government of New York City limits the number of taxi rides that
can be sold by limiting the number of taxis to only those who hold medallions. There
are many other cases of quantity controls, ranging from limits on how much foreign
currency (for instance, British pounds or Mexican pesos) people are allowed to buy to
the quantity of clams New Jersey fishing boats are allowed to catch. 

A quantity control, or quota, is an upper

limit on the quantity of some good that can be

bought or sold.

A license gives its owner the right to supply

a good or service.



Some attempts to control quantities are undertaken for good economic reasons,
some for bad ones. In many cases, as we will see, quantity controls introduced to ad-
dress a temporary problem become politically hard to remove later because the benefi-
ciaries don’t want them abolished, even after the original reason for their existence is
long gone. But whatever the reasons for such controls, they have certain predictable—
and usually undesirable—economic consequences.

The Anatomy of Quantity Controls
To understand why a New York taxi medallion is worth so much money, we consider a
simplified version of the market for taxi rides, shown in Figure 9.1. Just as we assumed
in the analysis of rent control that all apartments were the same, we now suppose that
all taxi rides are the same—ignoring the real-world complication
that some taxi rides are longer, and so more expensive, than
others. The table in the figure shows supply and demand sched-
ules. The equilibrium—indicated by point E in the figure and
by the shaded entries in the table—is a fare of $5 per ride, with
10 million rides taken per year. (You’ll see in a minute why we
present the equilibrium this way.)

The New York medallion system limits the number of taxis,
but each taxi driver can offer as many rides as he or she can
manage. (Now you know why New York taxi drivers are so aggres-
sive!) To simplify our analysis, however, we will assume that a medal-
lion system limits the number of taxi rides that can legally be given to 
8 million per year.

Until now, we have derived the demand curve by answering questions of the form:
“How many taxi rides will passengers want to take if the price is $5 per ride?” But it is
possible to reverse the question and ask instead: “At what price will consumers want
to buy 10 million rides per year?” The price at which consumers want to buy a given
quantity—in this case, 10 million rides at $5 per ride—is the demand price of that
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The Market for Taxi Rides in the Absence of Government Controlsf i g u r e  9 .1

Without government intervention, the market reaches equilibrium with 10 million rides taken per year at a fare of $5 per ride.
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The demand price of a given quantity is 

the price at which consumers will demand

that quantity.



quantity. You can see from the demand schedule in Figure 9.1 that the demand price
of 6 million rides is $7 per ride, the demand price of 7 million rides is $6.50 per ride,
and so on.

Similarly, the supply curve represents the answer to questions of the form: “How
many taxi rides would taxi drivers supply at a price of $5 each?” But we can also reverse
this question to ask: “At what price will producers be willing to supply 10 million rides
per year?” The price at which producers will supply a given quantity—in this case, 
10 million rides at $5 per ride—is the supply price of that quantity. We can see from
the supply schedule in Figure 9.1 that the supply price of 6 million rides is $3 per ride,
the supply price of 7 million rides is $3.50 per ride, and so on.

Now we are ready to analyze a quota. We have assumed that the city government lim-
its the quantity of taxi rides to 8 million per year. Medallions, each of which carries the
right to provide a certain number of taxi rides per year, are made available to selected
people in such a way that a total of 8 million rides will be provided. Medallion holders
may then either drive their own taxis or rent their medallions to others for a fee.

Figure 9.2 shows the resulting market for taxi rides, with the black vertical line at
8 million rides per year representing the quota. Because the quantity of rides is lim-
ited to 8 million, consumers must be at point A on the demand curve, corresponding
to the shaded entry in the demand schedule: the demand price of 8 million rides is $6
per ride. Meanwhile, taxi drivers must be at point B on the supply curve, correspon-
ding to the shaded entry in the supply schedule: the supply price of 8 million rides is
$4 per ride.

But how can the price received by taxi drivers be $4 when the price paid by taxi rid-
ers is $6? The answer is that in addition to the market in taxi rides, there is also a mar-
ket in medallions. Medallion-holders may not always want to drive their taxis: they
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Effect of a Quota on the Market for Taxi Ridesf i g u r e  9 .2

The table shows the demand price and the supply price corre-
sponding to each quantity: the price at which that quantity
would be demanded and supplied, respectively. The city gov-
ernment imposes a quota of 8 million rides by selling enough
medallions for only 8 million rides, represented by the black
vertical line. The price paid by consumers rises to $6 per ride,
the demand price of 8 million rides, shown by point A. The sup-

ply price of 8 million rides is only $4 per ride, shown by point B.
The difference between these two prices is the quota rent per
ride, the earnings that accrue to the owner of a medallion. The
quota rent drives a wedge between the demand price and the
supply price. Because the quota discourages mutually benefi-
cial transactions, it creates a deadweight loss equal to the
shaded triangle.

The supply price of a given quantity is 

the price at which producers will supply 

that quantity.



may be ill or on vacation. Those who do not want to drive their own taxis will sell the
right to use the medallion to someone else. So we need to consider two sets of transac-
tions here, and so two prices: (1) the transactions in taxi rides and the price at which
these will occur and (2) the transactions in medallions and the price at which these
will occur. It turns out that since we are looking at two markets, the $4 and $6 prices
will both be right.

To see how this all works, consider two imaginary New York taxi drivers, Sunil and
Harriet. Sunil has a medallion but can’t use it because he’s recovering from a severely
sprained wrist. So he’s looking to rent his medallion out to someone else. Harriet does-
n’t have a medallion but would like to rent one. Furthermore, at any point in time there
are many other people like Harriet who would like to rent a medallion. Suppose Sunil
agrees to rent his medallion to Harriet. To make things simple, assume that any driver
can give only one ride per day and that Sunil is renting his medallion to Harriet for one
day. What rental price will they agree on?

To answer this question, we need to look at the transactions from the viewpoints
of both drivers. Once she has the medallion, Harriet knows she can make $6 per day—
the demand price of a ride under the quota. And she is willing to rent the medallion
only if she makes at least $4 per day—the supply price of a ride under the quota. So
Sunil cannot demand a rent of more than $2—the difference between $6 and $4. And
if Harriet offered Sunil less than $2—say, $1.50—there would be other eager drivers
willing to offer him more, up to $2. So, in order to get the medallion, Harriet must
offer Sunil at least $2. Since the rent can be no more than $2 and no less than $2, it
must be exactly $2.

It is no coincidence that $2 is exactly the difference between $6, the demand price of
8 million rides, and $4, the supply price of 8 million rides. In every case in which the
supply of a good is legally restricted, there is a wedge between the demand price of the
quantity transacted and the supply price of the quantity transacted. This wedge, illus-
trated by the double-headed arrow in Figure 9.2, has a special name: the quota rent. It
is the earnings that accrue to the medallion holder from ownership of a valuable com-
modity, the medallion. In the case of Sunil and Harriet, the quota rent of $2 goes to
Sunil because he owns the medallion, and the remaining $4 from the total fare of $6
goes to Harriet.

So Figure 9.2 also illustrates the quota rent in the market for New York taxi rides.
The quota limits the quantity of rides to 8 million per year, a quantity at which the de-
mand price of $6 exceeds the supply price of $4. The wedge between these two prices,
$2, is the quota rent that results from the restrictions placed on the quantity of taxi
rides in this market.

But wait a second. What if Sunil doesn’t rent out his medallion?
What if he uses it himself? Doesn’t this mean that he gets a price of
$6? No, not really. Even if Sunil doesn’t rent out his medallion, he
could have rented it out, which means that the medallion has an op-
portunity cost of $2: if Sunil decides to use his own medallion and
drive his own taxi rather than renting his medallion to Harriet, the
$2 represents his opportunity cost of not renting out his medallion.
That is, the $2 quota rent is now the rental income he forgoes by
driving his own taxi. In effect, Sunil is in two businesses—the taxi-
driving business and the medallion-renting business. He makes $4
per ride from driving his taxi and $2 per ride from renting out his
medallion. It doesn’t make any difference that in this particular case
he has rented his medallion to himself! So regardless of whether the
medallion owner uses the medallion himself or herself, or rents it to
others, it is a valuable asset. And this is represented in the going
price for a New York City taxi medallion. Notice, by the way, that quotas—like price
ceilings and price floors—don’t always have a real effect. If the quota were set at 12 mil-
lion rides—that is, above the equilibrium quantity in an unregulated market—it would
have no effect because it would not be binding.
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New York City: An empty cab is hard 
to find.
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A quantity control, or quota, drives a 

wedge between the demand price and 

the supply price of a good; that is, the 

price paid by buyers ends up being 

higher than that received by sellers. The

difference between the demand and supply

price at the quota amount is the quota

rent, the earnings that accrue to the

license-holder from ownership of the right 

to sell the good. It is equal to the market 

price of the license when the licenses 

are traded.



The Costs of Quantity Controls
Like price controls, quantity controls can have some predictable and undesirable side
effects. The first is the by-now-familiar problem of inefficiency due to missed opportu-
nities: quantity controls prevent mutually beneficial transactions from occurring,
transactions that would benefit both buyers and sellers. Looking back at Figure 9.2,
you can see that starting at the quota of 8 million rides, New Yorkers would be willing
to pay at least $5.50 per ride for an additional 1 million rides and that taxi drivers
would be willing to provide those rides as long as they got at least $4.50 per ride. These
are rides that would have taken place if there had been no quota. The same is true for
the next 1 million rides: New Yorkers would be willing to pay at least $5 per ride when
the quantity of rides is increased from 9 to 10 million, and taxi drivers would be willing
to provide those rides as long as they got at least $5 per ride. Again, these rides would
have occurred without the quota. Only when the market has reached the unregulated
market equilibrium quantity of 10 million rides are there no “missed-opportunity
rides”—the quota of 8 million rides has caused 2 million “missed-opportunity rides.” A
buyer would be willing to buy the good at a price that the seller would be willing to ac-
cept, but such a transaction does not occur because it is forbidden by the quota. Econ-
omists have a special term for the lost gains from missed opportunities such as these:
deadweight loss. Generally, when the demand price exceeds the supply price, there is a
deadweight loss. Figure 9.2 illustrates the deadweight loss with a shaded triangle be-
tween the demand and supply curves. This triangle represents the missed gains from
taxi rides prevented by the quota, a loss that is experienced by both disappointed
would-be riders and frustrated would-be drivers.

Because there are transactions that people would like to make but are not allowed
to, quantity controls generate an incentive to evade them or even to break the law. New
York’s taxi industry again provides clear examples. Taxi regulation applies only to
those drivers who are hailed by passengers on the street. A car service that makes pre-
arranged pickups does not need a medallion. As a result, such hired cars provide much
of the service that might otherwise be provided by taxis, as in other cities. In addition,
there are substantial numbers of unlicensed cabs that simply defy the law by picking
up passengers without a medallion. Because these cabs are illegal, their drivers are com-
pletely unregulated, and they generate a disproportionately large share of traffic acci-
dents in New York City.
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The Clams of New Jersey
Forget the refineries along the Jersey Turnpike;

one industry that New Jersey really dominates

is clam fishing. In 2005 the Garden State sup-

plied 71% of the country’s surf clams, whose

tongues are used in fried-clam dinners, and

92% of the quahogs, which are used to make

clam chowder.

In the 1980s, however, excessive fishing

threatened to wipe out New Jersey’s clam beds.

To save the resource, the U.S. government intro-

duced a clam quota, which sets an overall limit

on the number of bushels of clams that may be

caught and allocates licenses to owners of fish-

ing boats based on their historical catches.

Notice, by the way, that this is an example

of a quota that is probably justified by broader

economic and environmental considerations—

unlike the New York taxicab quota, which has

long since lost any economic rationale. Still,

whatever its rationale, the New Jersey clam

quota works the same way as any other quota.

Once the quota system was established,

many boat owners stopped fishing for clams.

They realized that rather than operate a boat

part time, it was more profitable to sell or rent

their licenses to someone else, who could 

then assemble enough licenses to operate 

a boat full time. Today, there are about 50 New

Jersey boats fishing for clams; the license re-

quired to operate one is worth more than the

boat itself.
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A fried clam feast is a favorite on the Jersey shore.
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Deadweight loss is the lost gains

associated with transactions that do not occur

due to market intervention.



In fact, in 2004 the hardships caused by the limited number of New York taxis led
city leaders to authorize an increase in the number of licensed taxis. In a series of sales,
the city sold more than 1,000 new medallions, to bring the total number up to the cur-
rent 13,257 medallions—a move that certainly cheered New York riders. But those who
already owned medallions were less happy with the increase; they understood that the
nearly 1,000 new taxis would reduce or eliminate the shortage of taxis. As a result, taxi
drivers anticipated a decline in their revenues as they would no longer always be as-
sured of finding willing customers. And, in turn, the value of a medallion would fall. So
to placate the medallion owners, city officials also raised taxi fares: by 25% in 2004, and
again—by a smaller percentage—in 2006. Although taxis are now easier to find, a ride
now costs more—and that price increase slightly diminished the newfound cheer of
New York taxi riders.
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M o d u l e 9 AP R e v i e w

Check Your Understanding 
1. Suppose that the supply and demand for taxi rides is given by

Figure 9.1 and a quota is set at 6 million rides. Replicate the
graph from Figure 9.1, and identify each of the following on
your graph:
a. the price of a ride
b. the quota rent
c. the deadweight loss resulting from the quota

Suppose the quota on taxi rides is increased to 9 million. 
d. What happens to the quota rent and the deadweight loss? 

2. Again replicate the graph from Figure 9.1. Suppose that the
quota is 8 million rides and that demand decreases due to a
decline in tourism. Show on your graph the smallest parallel
leftward shift in demand that would result in the quota no
longer having an effect on the market.

Solutions appear at the back of the book.

Tackle the Test: Multiple-Choice Questions
Refer to the graph provided for questions 1–3.

1. If the government established a quota of 1,000 in this market,
the demand price would be
a. less than $4.
b. $4.
c. $6.
d. $8.
e. more than $8.

0

Price

Quantity

$8
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1,000 1,800 2,600
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E

2. If the government established a quota of 1,000 in this market,
the supply price would be
a. less than $4.
b. $4.
c. $6.
d. $8.
e. more than $8.

3. If the government established a quota of 1,000 in this market,
the quota rent would be
a. $2.
b. $4.
c. $6.
d. $8.
e. more than $8.

4. Quotas lead to which of the following?
I. inefficiency due to missed opportunities

II. incentives to evade or break the law
III. a surplus in the market

a. I
b. II
c. III
d. I and II
e. I, II, and III
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5. Which of the following would decrease the effect of a quota on
a market? A(n)
a. decrease in demand
b. increase in supply

c. increase in demand
d. price ceiling above the equilibrium price
e. none of the above

Tackle the Test: Free-Response Questions
1. Draw a correctly labeled graph illustrating hypothetical supply

and demand curves for the U.S. automobile market. Label the
equilibrium price and quantity. Suppose the government
institutes a quota to limit automobile production. Draw a
vertical line labeled “Qineffective” to show the level of a quota that
would have no effect on the market. Draw a vertical line labeled
“Qeffective” to show the level of a quota that would have an effect
on the market. Shade in and label the deadweight loss resulting
from the effective quota. 

Answer (5 points)

1 point: Correctly labeled supply and demand diagram (vertical axis labeled
“Price” or “P,” horizontal axis labeled “Quantity” or “Q,” upward sloping supply
curve with label, downward sloping demand curve with label) 

1 point: Equilibrium at the intersection of supply and demand with the
equilibrium price labeled on the vertical axis and the equilibrium quantity
labeled on the horizontal axis

1 point: Vertical line to the right of equilibrium quantity labeled Qineffective

1 point: Vertical line to the left of equilibrium quantity labeled Qeffective

1 point: The triangle to the right of the effective quota line and to the left of
supply and demand shaded in and labeled as the deadweight loss

Quantity

Price

S

D

E

QE QineffectiveQeffective

PE

Deadweight
loss

2. Draw a correctly labeled graph of the market for taxicab rides.
On the graph, draw and label a vertical line showing the level of
an effective quota. Label the demand price, the supply price,
and the quota rent.

Summary

1. The supply and demand model illustrates how a com-
petitive market, one with many buyers and sellers of
the same product, works.

2. The demand schedule shows the quantity demanded
at each price and is represented graphically by a de-
mand curve. The law of demand says that demand

S e c t i o n 2 Review
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curves slope downward, meaning that as price de-
creases, the quantity demanded increases.

3. A movement along the demand curve occurs when
the price changes and causes a change in the quantity
demanded. When economists talk of changes in 
demand, they mean shifts of the demand curve—a
change in the quantity demanded at any given 
price. An increase in demand causes a rightward shift 
of the demand curve. A decrease in demand causes a
leftward shift.

4. There are five main factors that shift the demand curve:
■ A change in the prices of related goods, such as sub-

stitutes or complements
■ A change in income: when income rises, the demand

for normal goods increases and the demand for in-
ferior goods decreases

■ A change in tastes
■ A change in expectations
■ A change in the number of consumers

5. The supply schedule shows the quantity supplied at
each price and is represented graphically by a supply
curve. Supply curves usually slope upward.

6. A movement along the supply curve occurs when the
price changes and causes a change in the quantity sup-
plied. When economists talk of changes in supply, they
mean shifts of the supply curve—a change in the quan-
tity supplied at any given price. An increase in supply
causes a rightward shift of the supply curve. A decrease
in supply causes a leftward shift.

7. There are five main factors that shift the supply curve:
■ A change in input prices
■ A change in the prices of related goods and services
■ A change in technology
■ A change in expectations
■ A change in the number of producers

8. The supply and demand model is based on the principle
that the price in a market moves to its equilibrium
price, or market-clearing price, the price at which the
quantity demanded is equal to the quantity supplied.
This quantity is the equilibrium quantity. When the
price is above its market-clearing level, there is a sur-
plus that pushes the price down. When the price is
below its market-clearing level, there is a shortage that
pushes the price up.

9. An increase in demand increases both the equilibrium
price and the equilibrium quantity; a decrease in demand
has the opposite effect. An increase in supply reduces the
equilibrium price and increases the equilibrium quantity;
a decrease in supply has the opposite effect.

10. Shifts of the demand curve and the supply curve can
happen simultaneously. When they shift in opposite di-
rections, the change in price is predictable but the

Section 2  Summary

change in quantity is not. When they shift in the same
direction, the change in quantity is predictable but the
change in price is not. In general, the curve that shifts
the greater distance has a greater effect on the changes
in price and quantity.

11. Even when a market is efficient, governments often 
intervene to pursue greater fairness or to please a 
powerful interest group. Interventions can take the
form of price controls or quantity controls, both 
of which generate predictable and undesirable side ef-
fects, consisting of various forms of inefficiency and il-
legal activity.

12. A price ceiling, a maximum market price below the
equilibrium price, benefits successful buyers but creates
persistent shortages. Because the price is maintained
below the equilibrium price, the quantity demanded is
increased and the quantity supplied is decreased com-
pared to the equilibrium quantity. This leads to pre-
dictable problems including inefficient allocation to
consumers, wasted resources, and inefficiently low
quality. It also encourages illegal activity as people turn
to black markets to get the good. Because of these
problems, price ceilings have generally lost favor as an
economic policy tool. But some governments continue
to impose them either because they don’t understand
the effects or because the price ceilings benefit some in-
fluential group.

13. A price floor, a minimum market price above the equi-
librium price, benefits successful sellers but creates a
persistent surplus: because the price is maintained
above the equilibrium price, the quantity demanded is
decreased and the quantity supplied is increased com-
pared to the equilibrium quantity. This leads to pre-
dictable problems: inefficiencies in the form of
inefficient allocation of sales among sellers, wasted
resources, and inefficiently high quality. It also en-
courages illegal activity and black markets. The most
well known kind of price floor is the minimum wage,
but price floors are also commonly applied to agricul-
tural products.

14. Quantity controls, or quotas, limit the quantity of a
good that can be bought or sold. The government issues
licenses to individuals, the right to sell a given quantity
of the good. The owner of a license earns a quota rent,
earnings that accrue from ownership of the right to sell
the good. It is equal to the difference between the de-
mand price at the quota amount, what consumers are
willing to pay for that amount, and the supply price at
the quota amount, what suppliers are willing to accept
for that amount. Economists say that a quota drives a
wedge between the demand price and the supply price;
this wedge is equal to the quota rent. By limiting mutu-
ally beneficial transactions, quantity controls generate
inefficiency. Like price controls, quantity controls lead
to deadweight loss and encourage illegal activity.
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1. A survey indicated that chocolate ice cream is America’s fa-
vorite ice-cream flavor. For each of the following, indicate the
possible effects on the demand and/or supply, equilibrium
price, and equilibrium quantity of chocolate ice cream.

a. A severe drought in the Midwest causes dairy farmers to re-
duce the number of milk-producing cows in their herds by a
third. These dairy farmers supply cream that is used to
manufacture chocolate ice cream.

b. A new report by the American Medical Association reveals
that chocolate does, in fact, have significant health benefits.

c. The discovery of cheaper synthetic vanilla flavoring lowers
the price of vanilla ice cream.

d. New technology for mixing and freezing ice cream lowers
manufacturers’ costs of producing chocolate ice cream.

2. In a supply and demand diagram, draw the change in demand
for hamburgers in your hometown due to the following events.
In each case show the effect on equilibrium price and quantity.

a. The price of tacos increases.

b. All hamburger sellers raise the price of their french fries.

c. Income falls in town. Assume that hamburgers are a normal
good for most people.

d. Income falls in town. Assume that hamburgers are an infe-
rior good for most people.

e. Hot dog stands cut the price of hot dogs.

3. The market for many goods changes in predictable ways ac-
cording to the time of year, in response to events such as holi-
days, vacation times, seasonal changes in production, and so
on. Using supply and demand, explain the change in price in
each of the following cases. Note that supply and demand may
shift simultaneously.

a. Lobster prices usually fall during the summer peak harvest
season, despite the fact that people like to eat lobster during
the summer months more than during any other time of year.

b. The price of a Christmas tree is lower after Christmas than
before and fewer trees are sold.

c. The price of a round-trip ticket to Paris on Air France falls
by more than $200 after the end of school vacation in Sep-
tember. This happens despite the fact that generally wors-
ening weather increases the cost of operating flights to
Paris, and Air France therefore reduces the number of
flights to Paris at any given price.

4. Show in a diagram the effect on the demand curve, the supply
curve, the equilibrium price, and the equilibrium quantity of
each of the following events on the designated market.

a. the market for newspapers in your town
Case 1: The salaries of journalists go up.
Case 2: There is a big news event in your town, which is

reported in the newspapers, and residents want to
learn more about it.

b. the market for St. Louis Rams cotton T-shirts
Case 1: The Rams win the national championship.
Case 2: The price of cotton increases.

c. the market for bagels
Case 1: People realize how fattening bagels are.
Case 2: People have less time to make themselves a cooked

breakfast.

5. Find the flaws in reasoning in the following statements, pay-
ing particular attention to the distinction between changes
in and movements along the supply and demand curves.
Draw a diagram to illustrate what actually happens in each
situation.

a. “A technological innovation that lowers the cost of produc-
ing a good might seem at first to result in a reduction in the
price of the good to consumers. But a fall in price will in-
crease demand for the good, and higher demand will send
the price up again. It is not certain, therefore, that an inno-
vation will really reduce price in the end.”
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b. “A study shows that eating a clove of garlic a day can help pre-
vent heart disease, causing many consumers to demand more
garlic. This increase in demand results in a rise in the price of
garlic. Consumers, seeing that the price of garlic has gone up,
reduce their demand for garlic. This causes the demand for
garlic to decrease and the price of garlic to fall. Therefore, the
ultimate effect of the study on the price of garlic is uncertain.”

6. In Rolling Stone magazine, several fans and rock stars, including
Pearl Jam, were bemoaning the high price of concert tickets.
One superstar argued, “It just isn’t worth $75 to see me play.
No one should have to pay that much to go to a concert.” As-
sume this star sold out arenas around the country at an aver-
age ticket price of $75.

a. How would you evaluate the arguments that ticket prices
are too high?

b. Suppose that due to this star’s protests, ticket prices were
lowered to $50. In what sense is this price too low? Draw a
diagram using supply and demand curves to support your
argument.

c. Suppose Pearl Jam really wanted to bring down ticket
prices. Since the band controls the supply of its services,
what do you recommend they do? Explain using a supply
and demand diagram.

d. Suppose the band’s next CD was a total dud. Do you think
they would still have to worry about ticket prices being too
high? Why or why not? Draw a supply and demand diagram
to support your argument.

e. Suppose the group announced their next tour was going to
be their last. What effect would this likely have on the de-
mand for and price of tickets? Illustrate with a supply and
demand diagram.

7. After several years of decline, the market for handmade
acoustic guitars is making a comeback. These guitars are 
usually made in small workshops employing relatively few
highly skilled luthiers. Assess the impact on the equilibrium
price and quantity of handmade acoustic guitars as a result of
each of the following events. In your answers, indicate which
curve(s) shift(s) and in which direction.

a. Environmentalists succeed in having the use of Brazilian
rosewood banned in the United States, forcing luthiers to
seek out alternative, more costly woods.

b. A foreign producer reengineers the guitar-making process
and floods the market with identical guitars.

c. Music featuring handmade acoustic guitars makes a come-
back as audiences tire of heavy metal and grunge music.

d. The country goes into a deep recession and the income of
the average American falls sharply.

8. Will Shakespeare is a struggling playwright in sixteenth-
century London. As the price he receives for writing a play in-
creases, he is willing to write more plays. For the following
situations, use a diagram to illustrate how each event affects
the equilibrium price and quantity in the market for Shake-
speare’s plays.

a. The playwright Christopher Marlowe, Shakespeare’s chief
rival, is killed in a bar brawl.

b. The bubonic plague, a deadly infectious disease, breaks out
in London.

c. To celebrate the defeat of the Spanish Armada, Queen Eliza-
beth declares several weeks of festivities, which involves
commissioning new plays.

9. The small town of Middling experiences a sudden doubling of
the birth rate. After three years, the birth rate returns to nor-
mal. Use a diagram to illustrate the effect of these events on
the following:

a. the market for an hour of babysitting services in Middling
today

b. the market for an hour of babysitting services 14 years into
the future, after the birth rate has returned to normal, by
which time children born today are old enough to work as
babysitters

c. the market for an hour of babysitting services 30 years into
the future, when children born today are likely to be having
children of their own

10. Use a diagram to illustrate how each of the following events af-
fects the equilibrium price and quantity of pizza.

a. The price of mozzarella cheese rises.

b. The health hazards of hamburgers are widely publicized.

c. The price of tomato sauce falls.

d. The incomes of consumers rise and pizza is an inferior good.

e. Consumers expect the price of pizza to fall next week.

11. Although he was a prolific artist, Pablo Picasso painted only
1,000 canvases during his “Blue Period.” Picasso is now dead,
and all of his Blue Period works are currently on display in
museums and private galleries throughout Europe and the
United States.

a. Draw a supply curve for Picasso Blue Period works. Why is
this supply curve different from ones you have seen?

b. Given the supply curve from part a, the price of a Picasso
Blue Period work will be entirely dependent on what fac-
tor(s)? Draw a diagram showing how the equilibrium price
of such a work is determined.

c. Suppose that rich art collectors decide that it is essential to
acquire Picasso Blue Period art for their collections. Show
the impact of this on the market for these paintings.

12. Draw the appropriate curve in each of the following cases. Is it
like or unlike the curves you have seen so far? Explain.

a. the demand for cardiac bypass surgery, given that the gov-
ernment pays the full cost for any patient

b. the demand for elective cosmetic plastic surgery, given that
the patient pays the full cost

c. the supply of Rembrandt paintings

d. the supply of reproductions of Rembrandt paintings

13. Suppose it is decided that rent control in New York City will be
abolished and that market rents will now prevail. Assume that
all rental units are identical and are therefore offered at the
same rent. To address the plight of residents who may be un-
able to pay the market rent, an income supplement will be paid
to all low-income households equal to the difference between
the old controlled rent and the new market rent.

a. Use a diagram to show the effect on the rental market of the
elimination of rent control. What will happen to the quality
and quantity of rental housing supplied?

Section 2  Summary
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b. Now use a second diagram to show the additional effect of
the income-supplement policy on the market. What effect
does it have on the market rent and quantity of rental hous-
ing supplied in comparison to your answers to part a?

c. Are tenants better or worse off as a result of these policies?
Are landlords better or worse off?

d. From a political standpoint, why do you think cities have
been more likely to resort to rent control rather than a pol-
icy of income supplements to help low-income people pay
for housing?

14. In the late eighteenth century, the price of bread in New York
City was controlled, set at a predetermined price above the
market price.

a. Draw a diagram showing the effect of the policy. Did the
policy act as a price ceiling or a price floor?

b. What kinds of inefficiencies were likely to have arisen when
the controlled price of bread was above the market price?
Explain in detail.

One year during this period, a poor wheat harvest caused a
leftward shift in the supply of bread and therefore an increase
in its market price. New York bakers found that the con-
trolled price of bread in New York was below the market price.

c. Draw a diagram showing the effect of the price control on
the market for bread during this one-year period. Did the
policy act as a price ceiling or a price floor?

d. What kinds of inefficiencies do you think occurred during
this period? Explain in detail.

15. Suppose the U.S. government decides that the incomes of dairy
farmers should be maintained at a level that allows the tradi-
tional family dairy farm to survive. It therefore implements a
price floor of $1 per pint by buying surplus milk until the mar-
ket price is $1 per pint. Use the accompanying diagram to an-
swer the following questions.

a. How much surplus milk will be produced as a result of this
policy?

b. What will be the cost to the government of this policy?

c. Since milk is an important source of protein and calcium, the
government decides to provide the surplus milk it purchases
to elementary schools at a price of only $0.60 per pint. As-
sume that schools will buy any amount of milk available at
this low price. But parents now reduce their purchases of
milk at any price by 50 million pints per year because they
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know their children are getting milk at school. How much
will the dairy program now cost the government?

d. Give two examples of inefficiencies arising from wasted re-
sources that are likely to result from this policy. What is the
missed opportunity in each case?

16. As noted in the text, European governments tend to make
greater use of price controls than does the U.S. government.
For example, the French government sets minimum starting
yearly wages for new hires who have completed le bac, certifica-
tion roughly equivalent to a high school diploma. The demand
schedule for new hires with le bac and the supply schedule for
similarly credentialed new job seekers are given in the accom-
panying table. The price here—given in euros, the currency
used in France—is the same as the yearly wage.

a. In the absence of government interference, what is the equi-
librium wage and number of graduates hired per year? Illus-
trate with a diagram. Will there be anyone seeking a job at
the equilibrium wage who is unable to find one—that is, will
there be anyone who is involuntarily unemployed?

b. Suppose the French government sets a minimum yearly
wage of 35,000 euros. Is there any involuntary unemploy-
ment at this wage? If so, how much? Illustrate with a dia-
gram. What if the minimum wage is set at 40,000 euros?
Also illustrate with a diagram.

c. Given your answer to part b and the information in the
table, what do you think is the relationship between the
level of involuntary unemployment and the level of the
minimum wage? Who benefits from such a policy? Who
loses? What is the missed opportunity here?

17. Until recently, the standard number of hours worked per week
for a full-time job in France was 39 hours, similar to in the
United States. But in response to social unrest over high levels of
involuntary unemployment, the French government instituted
a 35-hour workweek—a worker could not work more than 35
hours per week even if both the worker and employer wanted it.
The motivation behind this policy was that if current employees
worked fewer hours, employers would be forced to hire more
new workers. Assume that it is costly for employers to train new
workers. French employers were greatly opposed to this policy
and threatened to move their operations to neighboring coun-
tries that did not have such employment restrictions. Can you
explain their attitude? Give an example of both an inefficiency
and an illegal activity that are likely to arise from this policy.

18. For the last 70 years, the U.S. government has used price sup-
ports to provide income assistance to U.S. farmers. At times
the government has used price floors, which it maintains by

Quantity demanded Quantity supplied
Wage (new job offers  (new job seekers
(per year) per year) per year)

€45,000 200,000 325,000

40,000 220,000 320,000

35,000 250,000 310,000

30,000 290,000 290,000

25,000 370,000 200,000
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buying up the surplus farm products. At other times, it has
used target prices, giving the farmer an amount equal to the
difference between the market price and the target price for
each unit sold. Use the accompanying diagram to answer the
following questions.

a. If the government sets a price floor of $5 per bushel, how
many bushels of corn are produced? How many are pur-
chased by consumers? by the government? How much does
the program cost the government? How much revenue do
corn farmers receive?

b. Suppose the government sets a target price of $5 per bushel
for any quantity supplied up to 1,000 bushels. How many
bushels of corn are purchased by consumers and at what
price? by the government? How much does the program cost
the government? How much revenue do corn farmers receive?

c. Which of these programs (in parts a and b) costs corn con-
sumers more? Which program costs the government more?
Explain.
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d. What are the inefficiencies that arise in each of these cases
(parts a and b)?

19. The waters off the north Atlantic coast were once teeming with
fish. Now, due to overfishing by the commercial fishing industry,
the stocks of fish are seriously depleted. In 1991, the National
Marine Fishery Service of the U.S. government implemented a
quota to allow fish stocks to recover. The quota limited the
amount of swordfish caught per year by all U.S.-licensed fishing
boats to 7 million pounds. As soon as the U.S. fishing fleet had
met the quota, the swordfish catch was closed down for the rest
of the year. The accompanying table gives the hypothetical de-
mand and supply schedules for swordfish caught in the United
States per year.

a. Use a diagram to show the effect of the quota on the market
for swordfish in 1991.

b. How do you think fishermen will change how they fish in
response to this policy?

Section 2  Summary

Quantity of swordfish

Price of swordfish (millions of pounds per year)

(per pound) Quantity demanded Quantity supplied

$20 6 15

18 7 13

16 8 11

14 9 9

12 10 7
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In December 1975 the government of Portugal—a provi-
sional government in the process of establishing a 
democracy—feared that it was facing an economic crisis.
Business owners, alarmed by the rise of leftist political par-
ties, issued dire warnings about plunging production.
Newspapers speculated that the
economy had shrunk 10 to 15%
since the 1974 revolution that
had overthrown the country’s
long -standing dictatorship.

In the face of these reports of
economic collapse, some Portu -
guese were pronouncing democ-
 racy itself a failure. Others
declared that capitalism was the
culprit, demanding that the gov-
ernment seize control of the na-
tion’s factories and force them to
produce more. But how bad was
the situation, really?

To answer this question, Por-
tugal’s top monetary official in-
vited his old friend Richard
Eckaus, an economist at the Mas-
sachusetts Institute of Technol-
ogy, and two other MIT
economists to look at the coun-
try’s national accounts, the set of
data collected on the country’s
economic activity. The visiting ex-
perts had to engage in a lot of ed-
ucated guesswork: Portugal’s
economic data collection had always been somewhat in-
complete, and it had been further disrupted by political up-
heavals. For example, the country’s statisticians normally
tracked construction with data on the sales of structural
steel and concrete. But in the somewhat chaotic situation of
1975, these indicators were moving in opposite directions

because many builders were ignoring the construction reg-
ulations and using very little steel. (Travel tip: If you find
yourself visiting Portugal, try to avoid being in a 1975-
vintage building during an earthquake.)

Still, they went to work with the available data, and
within a week they were able to
make a rough estimate: aggregate
output had declined only 3%
from 1974 to 1975. The economy
had indeed suffered a serious set-
back, but its decline was much
less drastic than the calamity
being portrayed in the newspa-
pers. (While later revisions
pushed the decline up to 4.5%,
that was still much less than
feared.) The Portuguese govern-
ment certainly had work to do,
but there was no need to abandon
either democracy or a market
economy. In fact, the economy
soon began to recover. Over the
past three decades, Portugal has,
on the whole, been a success story.
A once -backward dictatorship is
now a fairly prosperous, solidly
democratic member of the Euro-
pean Union.

What’s the lesson of this story?
It is that economic measurement
matters. If the government of Por-
tugal had believed the scare sto-

ries some were telling during 1975, it might have made
major policy mistakes. Good macroeconomic policy de-
pends on good measurement of what is happening in the
economy as a whole. This section presents three of the most
important macroeconomic measures: gross domestic prod-
uct, unemployment, and inflation. 

Module 10: The Circular Flow and Gross
Domestic Product

Module 11: Interpreting Real Gross Domestic
Product

Module 12: The Meaning and Calculation of
Unemployment

Module 13: The Causes and Categories of
Unemployment

Module 14: Inflation: An Overview

Module 15: The Measurement and Calculation
of Inflation

Economics by Example: “Why Do We Neglect
Leisure and Cheer for Divorce?”
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What you will learn 
in this Module:
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• How economists use

aggregate measures to track

the performance of the

economy

• The circular flow diagram of

the economy

• What gross domestic

product, or GDP, is and the

three ways of calculating it

Module 10
The Circular Flow 
and Gross 
Domestic Product

The National Accounts
Almost all countries calculate a set of numbers known as the national income and product
accounts. In fact, the accuracy of a country’s accounts is a remarkably reliable indicator
of its state of economic development—in general, the more reliable the accounts, the
more economically advanced the country. When international economic agencies seek
to help a less developed country, typically the first order of business is to send a team of
experts to audit and improve the country’s accounts.

In the United States, these numbers are calculated by the Bureau of Economic
Analysis, a division of the U.S. government’s Department of Commerce. The national
income and product accounts, often referred to simply as the national accounts,
keep track of the spending of consumers, sales of producers, business investment
spending, government purchases, and a variety of other flows of money among differ-
ent sectors of the economy. Let’s see how they work.

The Circular -Flow Diagram
To understand the principles behind the national accounts, it helps to look at a graphic
called a circular -flow diagram. This diagram is a simplified representation of the macro-
economy. It shows the flows of money, goods and services, and factors of production
through the economy. It allows us to visualize the key concepts behind the national ac-
counts. The underlying principle is that the flow of money into each market or sector is
equal to the flow of money coming out of that market or sector.

The Simple Circular Flow Diagram The U.S. economy is a vastly complex entity, with
more than a hundred million workers employed by millions of companies, producing
millions of different goods and services. Yet you can learn some very important
things about the economy by considering a simple diagram, shown in Figure 10.1.

National income and product accounts,

or national accounts, keep track of the

flows of money between different sectors of

the economy.



This simple model of the macroeconomy represents the transactions that take place
by two kinds of flows around a circle: flows of physical things such as goods, services,
labor, or raw materials in one direction, and flows of money that pay for these things
in the opposite direction. In this case, the physical flows are shown in yellow, the
money flows in green. 

The simplest circular-flow diagram illustrates an economy that contains only two
kinds of “inhabitants”: households and firms. A household consists of either an indi-
vidual or a group of people who share their income. A firm is an organization that pro-
duces goods and services for sale—and that employs members of households.

As you can see in Figure 10.1, there are two kinds of markets in this simple economy.
On one side (here the left side) there are markets for goods and services (also known as
product markets) in which households buy the goods and services they want from
firms. This produces a flow of goods and services to the households and a return flow
of money to firms.

On the other side, there are factor markets in which firms buy the resources they
need to produce goods and services. The best known factor market is the labor market,
in which workers are paid for their time. Besides labor, we can think of households as
owning and selling the other factors of production to firms.

This simple circular-flow diagram omits a number of real-world complications in
the interest of simplicity. However, it is a useful aid to thinking about the economy—
and we can use it as the starting point for developing a more realistic (and therefore
more complicated) circular-flow diagram.

The Expanded Circular-Flow Diagram Figure 10.2 on the next page is a revised and
expanded circular-flow diagram. This diagram shows only the flows of money in the
economy, but is expanded to include extra elements that were ignored in the interest of
simplicity in the simple circular-flow diagram. The underlying principle that the in-
flow of money into each market or sector must equal the outflow of money coming
from that market or sector still applies in this model.

In Figure 10.2, the circular flow of money between households and firms illustrated
in Figure 10.1 remains. In the product markets, households engage in consumer
spending, buying goods and services from domestic firms and from firms in the rest
of the world. Households also own factors of production—land, labor, and capital.
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f i g u r e  10.1

The Circular-Flow Diagram
This diagram represents the flows of money
and goods and services in the economy. In the
markets for goods and services, households
purchase goods and services from firms, gen-
erating a flow of money to the firms and a flow
of goods and services to the households. The
money flows back to households as firms pur-
chase factors of production from the house-
holds in factor markets.
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A household is a person or group of people

who share income.

A firm is an organization that produces

goods and services for sale.
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They sell the use of these factors of production to firms, receiving rent, wages, and in-
terest payments in return. Firms buy, and pay households for, the use of those factors
of production in factor markets, represented to the right of center in the diagram.
Most households derive the bulk of their income from wages earned by selling labor.
Some households derive additional income from their indirect ownership of the physi-
cal capital used by firms, mainly in the form of stocks—shares in the ownership of a
company—and bonds—loans to firms in the form of an IOU that pays interest. In
other words, the income households receive from the factor markets includes profit
distributed to company shareholders and the interest payments on any bonds that they
hold. Finally, households receive rent from firms in exchange for the use of land or
structures that the households own. So in factor markets, households receive income
in the form of wages, profit, interest, and rent via factor markets.

104 s e c t i o n  3 M e a s u re m e n t  o f  E c o n o m i c  P e r f o r m a n c e

Government purchases of 
goods and services Government borrowing 

Consumer 
spending 

Imports 

Exports 

Wages, profit, 
interest, rent 

Gross 
domestic 
product 

Investment 
spending 

Wages, profit, 
interest, rent 

Borrowing and stock 
issues by firms 

Foreign borrowing 
and sales of stock 

Foreign lending and 
purchases of stock 

Government 

Households 

Taxes Government transfers 
Private savings 

Markets for 
goods and 
services 

Financial 
markets 

Factor 
markets 

Firms 

Rest of world 

An Expanded Circular - Flow Diagram: How Money Flows
Through the Economy

f i g u r e  10.2

A circular flow of funds connects the four sectors of the 
economy—households, firms, government, and the rest of the
world—via three types of markets: the factor markets, the mar-
kets for goods and services, and the financial markets. Funds flow
from firms to households in the form of wages, profit, interest, and
rent through the factor markets. After paying taxes to the govern-
ment and receiving government transfers, households allocate the
remaining income—disposable income—to private savings and
consumer spending. Via the financial markets, private savings and
funds from the rest of the world are channeled into investment
spending by firms, government borrowing, foreign borrowing and

lending, and foreign transactions of stocks. In turn, funds flow
from the government and households to firms to pay for pur-
chases of goods and services. Finally, exports to the rest of the
world generate a flow of funds into the economy and imports lead
to a flow of funds out of the economy. We can determine the total
flow of funds by adding all spending—consumer spending on
goods and services, investment spending by firms, government
purchases of goods and services, and exports—and then sub-
tracting the value of imports. This is the value of all the final
goods and services produced in the United States—that is, the
gross domestic product of the economy.

A stock is a share in the ownership of a

company held by a shareholder.

A bond is a loan in the form of an IOU that

pays interest.



Households spend most of the income received from factors of production on
goods and services. However, in Figure 10.2 we see two reasons why the markets for
goods and services don’t in fact absorb all of a household’s income. First, households
don’t get to keep all the income they receive via the factor markets. They must pay part
of their income to the government in the form of taxes, such as income taxes and sales
taxes. In addition, some households receive government transfers—payments that the
government makes to individuals without expecting a good or service in return. Unem-
ployment insurance payments are one example of a government transfer. The total in-
come households have left after paying taxes and receiving government transfers is
disposable income. 

The second reason that the markets for goods and services do not absorb all
household income is that many households set aside a portion of their income for
private savings. These private savings go into financial markets where individuals,
banks, and other institutions buy and sell stocks and bonds as well as make loans. As
Figure 10.2 shows, the financial markets (on the far right of the circular flow dia-
gram) also receive funds from the rest of the world and provide funds to the govern-
ment, to firms, and to the rest of the world.

Before going further, we can use the box representing households to illustrate an
important general characteristic of the circular -flow diagram: the total sum of flows of
money out of a given box is equal to the total sum of flows of money into that box. It’s
simply a matter of accounting: what goes in must come out. So, for example, the total
flow of money out of households—the sum of taxes paid, consumer spending, and pri-
vate savings—must equal the total flow of money into households—the sum of wages,
profit, interest, rent, and government transfers.

Now let’s look at the other inhabitants in the circular -flow diagram, including the
government and the rest of the world. The government returns a portion of the money
it collects from taxes to households in the form of government transfers. However, it
uses much of its tax revenue, plus additional funds borrowed in the financial markets
through government borrowing, to buy goods and services. Government purchases
of goods and services, the total of purchases made by federal, state, and local govern-
ments, includes everything from military spending on ammunition to your local pub-
lic school’s spending on chalk, erasers, and teacher salaries. 

The rest of the world participates in the U.S. economy in three ways. First, some of
the goods and services produced in the United States are sold to residents of other
countries. For example, more than half of America’s annual
wheat and cotton crops are sold abroad. Goods and services sold
to other countries are known as exports. Export sales lead to a
flow of funds from the rest of the world into the United States to
pay for them. Second, some of the goods and services purchased
by residents of the United States are produced abroad. For exam-
ple, many consumer goods are now made in China. Goods and
services purchased from residents of other countries are known
as imports. Import purchases lead to a flow of funds out of the
United States to pay for them. Third, foreigners can participate
in U.S. financial markets. Foreign lending—lending by foreigners
to borrowers in the United States and purchases by foreigners of
shares of stock in American companies—generates a flow of
funds into the United States from the rest of the world. Con-
versely, foreign borrowing—borrowing by foreigners from U.S. lenders and purchases
by Americans of stock in foreign companies—leads to a flow of funds out of the United
States to the rest of the world.

Notice that like households, firms also buy goods and services in our economy. For
example, an automobile company that is building a new factory will buy investment
goods—machinery like stamping presses and welding robots—from companies that
manufacture these items. It will also accumulate an inventory of finished cars in prepa-
ration for shipment to dealers. Inventories, then, are goods and raw materials that
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Supplies used in public schools, such as
the chalk shown here, are among the
goods and services purchased by the
government.

Th
in

ks
to

ck
/C

om
st

oc
k/

G
et

ty
 Im

ag
es

Government transfers are payments 

that the government makes to individuals

without expecting a good or service 

in return.

Disposable income, equal to income 

plus government transfers minus taxes, 

is the total amount of household income

available to spend on consumption and 

to save.

Private savings, equal to disposable

income minus consumer spending, is

disposable income that is not spent on

consumption.

The banking, stock, and bond markets, 

which channel private savings and foreign

lending into investment spending,

government borrowing, and foreign

borrowing, are known as the financial

markets.

Government borrowing is the amount of

funds borrowed by the government in the

financial markets.

Government purchases of goods and

services are total expenditures on goods

and services by federal, state, and local

governments.

Goods and services sold to other countries

are exports. Goods and services purchased

from other countries are imports.

Inventories are stocks of goods and raw

materials held to facilitate business

operations.
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firms hold to facilitate their operations. The national accounts count this investment
spending—spending on new productive physical capital, such as machinery and build-
ings, and on changes in inventories—as part of total spending on goods and services.

You might ask why changes in inventories are included in investment spending—
finished cars aren’t, after all, used to produce more cars. Changes in inventories of fin-
ished goods are counted as investment spending because, like machinery, they change
the ability of a firm to make future sales. So spending on additions to inventories is a
form of investment spending by a firm. Conversely, a drawing -down of inventories is
counted as a fall in investment spending because it leads to lower future sales. It’s also
important to understand that investment spending includes spending on the con-
struction of any structure, regardless of whether it is an assembly plant or a new
house. Why include the construction of homes? Because, like a plant, a new house
produces a future stream of output—housing services for its occupants.

Suppose we add up consumer spending on goods and services, investment spend-
ing, government purchases of goods and services, and the value of exports, then sub-
tract the value of imports. This gives us a measure of the overall market value of the
goods and services the economy produces. That measure has a name: it’s a country’s
gross domestic product. But before we can formally define gross domestic product, or
GDP, we have to examine an important distinction between classes of goods and serv-
ices: the difference between final goods and services versus intermediate goods and services.

Gross Domestic Product
A consumer’s purchase of a new car from a dealer is one example of a sale of final
goods and services: goods and services sold to the final, or end, user. But an automo-
bile manufacturer’s purchase of steel from a steel foundry or glass from a glassmaker is
an example of a sale of intermediate goods and services: goods and services that are
inputs into the production of final goods and services. In the case of intermediate
goods and services, the purchaser—another firm—is not the final user. 

Gross domestic product, or GDP, is the total value of all final goods and services pro-
duced in an economy during a given period, usually a year. In 2009 the GDP of the
United States was $14,259 billion, or about $46,372 per person.

There are three ways to calculate GDP. The first way is to survey firms and add up the
total value of their production of final goods and services. The second way is to add up aggregate
spending on domestically produced final goods and services in the economy—the sum of con-
sumer spending, investment spending, government purchases of goods and services,
and exports minus imports. The third way of calculating GDP is to sum the total factor in-
come earned by households from firms in the economy.

Government statisticians use all three methods. To illustrate how they work, we will
consider a hypothetical economy, shown in Figure 10.3. This economy consists of three
firms—American Motors, Inc., which produces one car per year; American Steel, Inc.,
which produces the steel that goes into the car; and American Ore, Inc., which mines
the iron ore that goes into the steel. GDP in this economy is $21,500, the value of the
one car per year the economy produces. Let’s look at how the three different methods
of calculating GDP yield the same result. 

Measuring GDP as the Value of Production of Final Goods and Services The first
method for calculating GDP is to add up the value of all the final goods and services
produced in the economy—a calculation that excludes the value of intermediate goods
and services. Why are intermediate goods and services excluded? After all, don’t they
represent a very large and valuable portion of the economy?

To understand why only final goods and services are included in GDP, look at the
simplified economy described in Figure 10.3. Should we measure the GDP of this econ-
omy by adding up the total sales of the iron ore producer, the steel producer, and the
auto producer? If we did, we would in effect be counting the value of the steel twice—
once when it is sold by the steel plant to the auto plant and again when the steel auto
body is sold to a consumer as a finished car. And we would be counting the value of the
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Investment spending is spending on new

productive physical capital, such as

machinery and structures, and on changes 

in inventories.

Final goods and services are goods and

services sold to the final, or end, user.

Intermediate goods and services are

goods and services bought from one firm by

another firm to be used as inputs into the

production of final goods and services.

Gross domestic product, or GDP, is the

total value of all final goods and services

produced in the economy during a given year.

Aggregate spending—the total spending

on domestically produced final goods and

services in the economy—is the sum of

consumer spending (C ), investment 

spending (I ), government purchases of 

goods and services (G ), and exports minus

imports (X − IM ).



iron ore three times—once when it is mined and sold to the steel comp any, a second
time when it is made into steel and sold to the auto producer, and a third time when
the steel is made into a car and sold to the consumer. So counting the full value of each
producer’s sales would cause us to count the same items several times and artificially
inflate the calculation of GDP.

In Figure 10.3, the total value of all sales, intermediate and final, is $34,700: $21,500
from the sale of the car, plus $9,000 from the sale of the steel, plus $4,200 from the sale
of the iron ore. Yet we know that GDP—the total value of all final goods and services in
a given year—is only $21,500. To avoid double-counting, we count only each producer’s
value added in the calculation of GDP: the difference between the value of its sales and
the value of the inputs it purchases from other businesses. That is, at each stage of the
production process we subtract the cost of inputs—the intermediate goods—at that
stage. In this case, the value added of the auto producer is the
dollar value of the cars it manufactures minus the cost of the
steel it buys, or $12,500. The value added of the steel pro-
ducer is the dollar value of the steel it produces minus the
cost of the ore it buys, or $4,800. Only the ore producer, who
we have assumed doesn’t buy any inputs, has value added
equal to its total sales, $4,200. The sum of the three produc-
ers’ value added is $21,500, equal to GDP.

Measuring GDP as Spending on Domestically Produced
Final Goods and Services Another way to calculate GDP is
by adding up aggregate spending on domestically produced
final goods and services. That is, GDP can be measured by the
flow of funds into firms. Like the method that estimates GDP
as the value of domestic production of final goods and serv-
ices, this measurement must be carried out in a way that avoids double -counting. In
terms of our steel and auto example, we don’t want to count both consumer spending
on a car (represented in Figure 10.3 by the sales price of the car) and the auto producer’s
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Steel is an intermediate good because it
is sold to other product manufacturers
like automakers or refrigerator makers,
and rarely to the final consumer.
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Calculating GDP
In this hypothetical economy
consisting of three firms, GDP
can be calculated in three dif-
ferent ways: measuring GDP
as the value of production of
final goods and services by
summing each firm’s value
added; measuring GDP as ag-
gregate spending on domes-
tically produced final goods
and services; and measuring
GDP as factor income earned
by households from firms in
the economy.
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The value added of a producer is the value

of its sales minus the value of its purchases

of inputs.
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spending on steel (represented in Figure 10.3 by the price of a car’s worth of steel). If we
counted both, we would be counting the steel embodied in the car twice. We solve this
problem by counting only the value of sales to final buyers, such as consumers, firms that
purchase investment goods, the government, or foreign buyers. In other words, in order
to avoid the double -counting of spending, we omit sales of inputs from one business to
another when estimating GDP using spending data. You can see from Figure 10.3 that
aggregate spending on final goods and services—the finished car—is $21,500.

As we’ve already pointed out, the national accounts do include investment spending
by firms as a part of final spending. That is, an auto company’s purchase of steel to
make a car isn’t considered a part of final spending, but the company’s purchase of new
machinery for its factory is considered a part of final spending. What’s the difference?
Steel is an input that is used up in production; machinery will last for a number of
years. Since purchases of capital goods that will last for a considerable time aren’t
closely tied to current production, the national accounts consider such purchases a
form of final sales.

What types of spending make up GDP? Look again at the markets for goods and
services in Figure 10.2, and you will see that one source of sales revenue for firms is con-
sumer spending. Let’s denote consumer spending with the symbol C. Figure 10.2 shows
three other components of sales: sales of investment goods to other businesses, or in-
vestment spending, which we will denote by I; government purchases of goods and
services, which we will denote by G; and sales to foreigners—that is, exports—which we
will denote by X.

In reality, not all of this final spending goes toward domestically produced goods
and services. We must take account of spending on imports, which we will denote by
IM. Income spent on imports is income not spent on domestic goods and services—it is
income that has “leaked” across national borders. So to calculate domestic production
using spending data, we must subtract spending on imports. Putting this all together
gives us the following equation, which breaks GDP down by the four sources of aggre-
gate spending:

(10-1) GDP = C + I + G + X − IM

where C = consumer spending, I = investment spending, G = government purchases of
goods and services, X = sales to foreigners, or exports, and IM = spending on imports.
Note that the value of X − IM—the difference between the value of exports and the value
of imports—is known as net exports. We’ll be seeing a lot of Equation 10-1 in later
modules!

Measuring GDP as Factor Income Earned from Firms in the Economy A final way to
calculate GDP is to add up all the income earned by factors of production in the econ-
omy—the wages earned by labor; the interest earned by those who lend their savings to
firms and the government; the rent earned by those who lease their land or structures
to firms; and the profit earned by the shareholders, the owners of the firms’ physical
capital. This is a valid measure because the money firms earn by selling goods and serv-
ices must go somewhere; whatever isn’t paid as wages, interest, or rent is profit. And
part of profit is paid out to shareholders as dividends.

Figure 10.3 shows how this calculation works for our simplified economy. The
shaded column at the far right shows the total wages, interest, and rent paid by all
these firms as well as their total profit. Summing up all of these yields a total factor in-
come of $21,500—again, equal to GDP.

We won’t emphasize the income method as much as the other two methods of cal-
culating GDP. It’s important to keep in mind, however, that all the money spent on do-
mestically produced goods and services generates factor income to households—that
is, there really is a circular flow. 

The Components of GDP Now that we know how GDP is calculated in principle, let’s
see what it looks like in practice.

108 s e c t i o n 3 M e a s u re m e n t  o f  E c o n o m i c  P e r f o r m a n c e

Net exports are the difference between the

value of exports and the value of imports 

(X − IM ).



Figure 10.4 shows the first two methods of calculating GDP side by side. The height
of each bar above the horizontal axis represents the GDP of the U.S. economy in 2009:
$14,259 billion. Each bar is divided to show the breakdown of that total in terms of
where the value was added and how the money was spent. 

In the left bar in Figure 10.4, we see the breakdown of GDP by value added accord-
ing to sector, the first method of calculating GDP. Of the $14,259 billion, $10,669 bil-
lion consisted of value added by businesses. Another $1,760 billion consisted of value
added by government, in the form of military, education, and other government serv-
ices. Finally, $1,830 billion of value added was added by households and institutions.
For example, the value added by households includes the value of work performed in
homes by professional gardeners, maids, and cooks.

The right bar in Figure 10.4 corresponds to the second method of calculating
GDP, showing the breakdown by the four types of aggregate spending. The total
length of the right bar is longer than the total length of the left bar, a difference of
$390 billion (which, as you can see, extends below the horizontal axis). That’s be-
cause the total length of the right bar represents total spending in the economy,
spending on both domestically produced and foreign-produced—imported—final
goods and services. Within the bar, consumer spending (C), which is 70. 8% of GDP,
dominates the picture. But some of that spending was absorbed by foreign -
produced goods and services. In 2009, the value of net exports, the difference be-
tween the value of exports and the value of imports (X − IM in Equation 10-1), was
negative—the United States was a net importer of foreign goods and services. The
2009 value of X − IM was −$390 billion, or −2.7% of GDP. Thus, a portion of the
right bar extends below the horizontal axis by $390 billion to represent the amount
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U.S. GDP in 2009: 
Two Methods of
Calculating GDP
The two bars show two equivalent ways
of calculating GDP. The height of each
bar above the horizontal axis represents
$14,259 billion, U.S. GDP in 2009. The
left bar shows the breakdown of GDP
according to the value added of each
sector of the economy. The right bar
shows the breakdown of GDP according
to the four types of aggregate spending:
C + I + G + X − IM. The right bar has a
total length of $14,259 billion +
$390 billion = $14,649 billion. The 
$390 billion, shown as the area 
extending below the horizontal axis, 
is the amount of total spending ab-
sorbed by net imports (negative net ex-
ports) in 2009. (Percentages don’t add
up to 100 due to rounding.)
Source: Bureau of Economic Analysis.

Value added by sector

Spending on domestically
produced final goods
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Components of GDP (billions of dollars)

Value added
by business

= $10,669 (74.8%)

Value added by government
= $1,760 (12.3%)

Value added by households
= $1,830 (12.8%)

Government purchases
of goods and services
G = $2,933 (20.6%)

Investment spending
I = $1,623 (11.4%)

Consumer spending
C = $10,093 (70.8%)

Net exports X – IM = –$390 (–2.7%)

C + I + G
= $14,649
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of total spending that was absorbed by net imports and so did not lead to higher
U.S. GDP. Investment spending (I) constituted 11.4% of GDP; government pur-
chases of goods and services (G) constituted 20.6% of GDP. 

GDP: What’s In and What’s Out? It’s easy to confuse what is included and what isn’t
included in GDP. So let’s stop here and make sure the distinction is clear. Don’t con-
fuse investment spending with spending on inputs. Investment spending—spending
on productive physical capital, the construction of structures (residential as well as
commercial), and changes to inventories—is included in GDP. But spending on inputs
is not. Why the difference? Recall the distinction between resources that are used up and
those that are not used up in production. An input, like steel, is used up in production. A
metal -stamping machine, an investment good, is not. It will last for many years 
and will be used repeatedly to make many cars. Since spending on productive physical

capital—investment goods—and the construction of struc-
tures is not directly tied to current output, economists con-
sider such spending to be spending on final goods.
Spending on changes to inventories is considered a part of
investment spending so it is also included in GDP. Why?
Because, like a machine, additional inventory is an invest-
ment in future sales. And when a good is released for sale
from inventories, its value is subtracted from the value of
inventories and so from GDP. Used goods are not included
in GDP because, as with inputs, to include them would be
to double -count: counting them once when sold as new
and again when sold as used.

Also, financial assets such as stocks and bonds are not
included in GDP because they don’t represent either the
production or the sale of final goods and services. Rather, a

bond represents a promise to repay with interest, and a stock represents a proof of
ownership. And for obvious reasons, foreign -produced goods and services are not in-
cluded in calculations of gross domestic product.

Here is a summary of what’s included and not included in GDP:

Included
■ Domestically produced final goods and services, including capital goods, new con-

struction of structures, and changes to inventories

Not Included
■ Intermediate goods and services
■ Inputs
■ Used goods
■ Financial assets such as stocks and bonds
■ Foreign -produced goods and services
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The U.S. is a net importer of goods and
services, such as these toys made on a
production line in China.
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Check Your Understanding 
1. Explain why the three methods of calculating GDP produce the

same estimate of GDP. 

2. Identify each of the sectors to which firms make sales. What are
the various ways in which households are linked with other
sectors of the economy?

3. Consider Figure 10.3. Explain why it would be incorrect to
calculate total value added as $30,500, the sum of the sales price
of a car and a car’s worth of steel.

Solutions appear at the back of the book.
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Tackle the Test: Multiple-Choice Questions
1. Which of the following is true? The simple circular-flow diagram

I. includes only the product markets.
II. includes only the factor markets.

III. is a simplified representation of the macroeconomy.
a. I only
b. II only
c. III only
d. I and III only
e. none of the above

2. GDP is equal to
a. the total value of all goods and services produced in an

economy during a given period.
b. C + I + G + IM.
c. the total value of intermediate goods plus final goods.
d. the total income received by producers of final goods and

services.
e. none of the above.

3. Which of the following is included in GDP?
a. changes to inventories
b. intermediate goods
c. used goods
d. financial assets (stocks and bonds)
e. foreign-produced goods

4. Which of the following is not included in GDP?
a. capital goods such as machinery
b. imports
c. the value of domestically produced services
d. government purchases of goods and services
e. the construction of structures

5. Which of the following components makes up the largest
percentage of GDP measured by aggregate spending?
a. consumer spending
b. investment spending
c. government purchases of goods and services
d. exports
e. imports

Tackle the Test: Free-Response Questions
1. Will each of the following transactions be included in GDP for

the United States? Explain why or why not.
a. Coca-Cola builds a new bottling plant in the United States.
b. Delta sells one of its existing airplanes to Korean Air.
c. Ms. Moneybags buys an existing share of Disney stock.
d. A California winery produces a bottle of Chardonnay and

sells it to a customer in Montreal, Canada.
e. An American buys a bottle of French perfume in Tulsa.
f. A book publisher produces too many copies of a new book;

the books don’t sell this year, so the publisher adds the
surplus books to inventories.

Answer (6 points)

1 point: Yes. New structures built in the United States are included in U.S. GDP.

1 point: No. The airplane is used, and sales of used goods are not included in GDP.

1 point: No. This is a transfer of ownership—not new production.

1 point: Yes. This is an export.

1 point: No. This is an import—it was not produced in the United States.

1 point: Yes. Additions to inventories are considered investments.

2. Draw a correctly labeled circular-flow diagram showing the
flows of funds between the markets for goods and services 
and the factor markets. Add the government to your diagram,
and show how money leaks out of the economy to the
government and how money is injected back into the 
economy by the government. 
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What you will learn 
in this Module:
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• The difference between real

GDP and nominal GDP

• Why real GDP is the

appropriate measure of real

economic activity

Module 11
Interpreting Real Gross
Domestic Product

What GDP Tells Us
Now we’ve seen the various ways that gross domestic product is calculated. But what
does the measurement of GDP tell us?

The most important use of GDP is as a measure of the size of the economy, provid-
ing us a scale against which to compare the economic performance of other years or
other countries. For example, in 2009, as we’ve seen, U.S. GDP was $14,259 billion,

Japan’s GDP was $5,049 billion, and the combined GDP of the 25 countries that
make up the European Union was $16,191 billion. This comparison tells us

that Japan, although it has the world’s second -largest national economy, car-
ries considerably less economic weight than does the United States. When
taken in aggregate, Europe’s economy is larger than the U.S. economy.

Still, one must be careful when using GDP numbers, especially when
making comparisons over time. That’s because part of the increase in the
value of GDP over time represents increases in the prices of goods and serv-

ices rather than an increase in output. For example, U.S. GDP was 
$7,085 billion in 1994 and had approximately doubled to $14,259 billion by

2009. But U.S. production didn’t actually double over that period. To measure
actual changes in aggregate output, we need a modified version of GDP that is ad-

justed for price changes, known as real GDP. We’ll see how real GDP is calculated next. 

Real GDP: A Measure of Aggregate Output
At the beginning of this section we described the economic troubles that afflicted Por-
tugal in 1975. While the economy wasn’t in as bad shape as many people thought, out-
put was declining. Strange to say, however, GDP was up. In fact, between 1974 and
1975 Portugal’s GDP as measured in escudos (the national currency at the time, now
replaced by the euro) rose 11 percent.

How was that possible? The answer is that Portugal had serious inflation. As a re-
sult, the escudo value of GDP rose even though output fell.
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The moral of this story is that the commonly cited GDP number is an interesting
and useful statistic, one that provides a good way to compare the size of different
economies, but it’s not a good measure of the economy’s growth over time. GDP can
grow because the economy grows, but it can also grow simply because of inflation.
Even if an economy’s output doesn’t change, GDP will go up if the prices of the goods
and services the economy produces increase. Likewise, GDP can fall either because the
economy is producing less or because prices have fallen.

To measure the economy’s growth with accuracy, we need a measure of aggregate
output: the total quantity of final goods and services the economy produces. The meas-
ure that is used for this purpose is known as real GDP. By tracking real GDP over time,
we avoid the problem of changes in prices distorting the value of changes in production
over time. Let’s look first at how real GDP is calculated and then at what it means. 

Calculating Real GDP
To understand how real GDP is calculated, imagine an economy in which only two
goods, apples and oranges, are produced and in which both goods are sold only to final
consumers. The outputs and prices of the two fruits for two consecutive years are
shown in Table 11.1.
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Creating the National Accounts
The national accounts, like modern macroeco-

nomics, owe their creation to the Great Depres-

sion. As the economy plunged into depression,

government officials found their ability to re-

spond crippled not only by the lack of adequate

economic theories but also by the lack of ade-

quate information. All they had were scattered

statistics: railroad freight car loadings, stock

prices, and incomplete indexes of industrial pro-

duction. They could only guess at what was

happening to the economy as a whole. 

In response to this perceived lack of informa-

tion, the Department of Commerce commis-

sioned Simon Kuznets, a young Russian - born

economist, to develop a set of national income

accounts. (Kuznets later won the Nobel Prize in

Economics for his work.) The first version of

these accounts was presented to Congress in

1937 and in a research report titled National In-
come, 1929–35.

Kuznets’s initial estimates fell short of the

full modern set of accounts because they fo-

cused on income, not production. The push 

to complete the national accounts came 

during World War II, when policy makers were

in even more need of comprehensive measures

of the economy’s performance. The federal

government began issuing estimates of gross

domestic product and gross national product 

in 1942.

In January 2000, in its publication Survey 
of Current Business, the Department of 

Commerce ran an article titled “GDP: One 

of the Great Inventions of the 20th Century.”

This may seem a bit over the top, but 

national income accounting, invented in 

the United States, has since become a tool of

economic analysis and policy making around

the world.
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Calculating GDP and Real GDP in a Simple Economy

Year 1 Year 2

Quantity of apples (billions) 2,000 2,200

Price of an apple $0.25 $0.30

Quantity of oranges (billions) 1,000 1,200

Price of an orange $0.50 $0.70

GDP (billions of dollars) $1,000 $1,500

Real GDP (billions of year 1 dollars) $1,000 $1,150

t a b l e 11.1

Aggregate output is the total quantity of

final goods and services produced within an

economy.



The first thing we can say about these data is that the value of sales increased
from year 1 to year 2. In the first year, the total value of sales was (2,000 billion ×
$0.25) + (1,000 billion × $0.50) = $1,000 billion; in the second, it was (2,200 billion 

× $0.30) + (1,200 billion × $0.70) = $1,500 billion, which is 50% larger. But
it is also clear from the table that this increase in the dollar value of

GDP overstates the real growth in the economy. Although the
quantities of both apples and oranges increased, the prices of

both apples and oranges also rose. So part of the 50% increase
in the dollar value of GDP simply reflects higher prices, not

higher production of output.
To estimate the true increase in aggregate output

produced, we have to ask the following question: 
How much would GDP have gone up if prices had not
changed? To answer this question, we need to find 

the value of output in year 2 expressed in year 
1 prices. In year 1, the price of apples was $0.25 each
and the price of oranges $0.50 each. So year 2 
output at year 1 prices is (2,200 billion × $0.25) +

(1,200 billion × $0.50) = $1,150 billion. And output in
year 1 at year 1 prices was $1,000 billion. So in this ex-

ample, GDP measured in year 1 prices rose 15%—from
$1,000 billion to $1,150 billion.

Now we can define real GDP: it is the total value of final goods
and services produced in the economy during a year, calculated 

as if prices had stayed constant at the level of some given base year. 
A real GDP number always comes with information about what the base year is. 
A GDP number that has not been adjusted for changes in prices is calculated 
using the prices in the year in which the output is produced. Economists call this
measure nominal GDP, GDP at current prices. If we had used nominal GDP to
measure the true change in output from year 1 to year 2 in our apples and oranges
example, we would have overstated the true growth in output: we would have
claimed it to be 50%, when in fact it was only 15%. By comparing output in the two
years using a common set of prices—the year 1 prices in this example—we are able to
focus solely on changes in the quantity of output by eliminating the influence of
changes in prices.

Table 11.2 shows a real -life version of our apples and oranges example. The sec-
ond column shows nominal GDP in 2001, 2005, and 2009. The third column shows
real GDP for each year in 2005 dollars (that is, using the value of the dollar in the
year 2005). For 2005 the nominal GDP and the real GDP are the same. But real GDP
in 2001 expressed in 2005 dollars was higher than nominal GDP in 2001, reflecting
the fact that prices were in general higher in 2005 than in 2001. Real GDP in 2009
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Nominal versus Real GDP in 2001, 2005, and 2009

Nominal GDP (billions of Real GDP (billions of 
current dollars) 2005 dollars)

2001 $10,286 $11,347

2005 12,683 12,638

2009 14,259 12,989

Source: Bureau of Economic Analysis.

t a b l e 11.2

Real GDP is the total value of all final goods

and services produced in the economy during

a given year, calculated using the prices of a

selected base year.

Nominal GDP is the total value of all 

final goods and services produced in the

economy during a given year, calculated with

the prices current in the year in which the

output is produced.



expressed in 2005 dollars, however, was less than nominal GDP in 2009 because
prices in 2005 were lower than in 2009. 

You might have noticed that there is an alternative way to calculate real GDP using
the data in Table 11.1. Why not measure it using the prices of year 2 rather than year 1
as the base -year prices? This procedure seems equally valid. According to that calcula-
tion, real GDP in year 1 at year 2 prices is (2,000 billion × $0.30) + (1,000 billion × $0.70)
= $1,300 billion; real GDP in year 2 at year 2 prices is $1,500 billion, the same as nomi-
nal GDP in year 2. So using year 2 prices as the base year, the growth rate of real GDP is
equal to ($1,500 billion − $1,300 billion)/$1,300 billion = 0.154, or 15.4%. This is
slightly higher than the figure we got from the previous calculation, in which year 1
prices were the base -year prices. In that calculation, we found that real GDP increased
by 15%. Neither answer, 15.4% versus 15%, is more “correct” than the other. In reality,
the government economists who put together the U.S. national accounts have adopted
a method to measure the change in real GDP known as chain -linking, which uses the
average between the GDP growth rate calculated using an early base year and the GDP
growth rate calculated using a late base year. As a result, U.S. statistics on real GDP are
always expressed in chained dollars, which splits the difference between using early and
late base years.

What Real GDP Doesn’t Measure
GDP is a measure of a country’s aggregate output. Other things equal, a country with a
larger population will have higher GDP simply because there are more people working.
So if we want to compare GDP across countries but want to eliminate the effect of dif-
ferences in population size, we use the measure GDP per capita—GDP divided by the
size of the population, equivalent to the average GDP per person. Cor res pond ingly, real
GDP per capita is the average real GDP per person.

Real GDP per capita can be a useful measure in some circumstances, such as in a
comparison of labor productivity between two countries. However, despite the fact that
it is a rough measure of the average real output per person, real GDP per capita has well -
known limitations as a measure of a country’s living standards. Every once in a while
economists are accused of believing that growth in real GDP per capita is the only thing
that matters—that is, thinking that increasing real GDP per capita is a goal in itself. In
fact, economists rarely make that mistake; the idea that economists care only about real
GDP per capita is a sort of urban legend. Let’s
take a moment to be clear about why a coun-
try’s real GDP per capita is not a sufficient
measure of human welfare in that country and
why growth in real GDP per capita is not an ap-
propriate policy goal in itself.

Real GDP does not include many of the
things that contribute to happiness, such as
leisure time, volunteerism, housework, and
natural beauty. And real GDP increases with
expenditures on some things that make people
unhappy, including disease, divorce, crime,
and natural disasters.

Real GDP per capita is a measure of an
economy’s average aggregate output per per-
son—and so of what it can do. A country with a
high GDP can afford to be healthy, to be well 
educated, and in general to have a good quality of life. But there is not a one -to -one
match between real GDP and the quality of life. Real GDP doesn’t address how a coun-
try uses that output to affect living standards, it doesn’t include some sources of well-
being, and it does include some things that are detriments to well-being. 
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Chain-linking is the method of 

calculating changes in real GDP using 

the average between the growth rate

calculated using an early base year and 

the growth rate calculated using a late 

base year.

GDP per capita is GDP divided by the 

size of the population; it is equivalent to 

the average GDP per person.
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Miracle in Venezuela?
The South American nation of Venezuela has a distinction that

may surprise you: in recent years, it has had one of the world’s

fastest-growing nominal GDPs. Between 1997 and 2007,

Venezuelan nominal GDP grew by an average of 28% each

year—much faster than nominal GDP in the United States or even

in booming economies like China.

So is Venezuela experiencing an economic miracle? No, it’s 

just suffering from unusually high inflation. The figure shows

Venezuela’s nominal and real GDP from 1997 to 2007, with 

real GDP measured in 1997 prices. Real GDP did grow over the

period, but at an annual rate of only 2.9%. That’s about the same

as the U.S. growth rate over the same period and far short of

China’s 9% growth.

Source: Banco Central de Venezuela.
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Check Your Understanding 
1. Assume there are only two goods in the economy, french fries

and onion rings. In 2009, 1,000,000 servings of french fries were
sold for $0.40 each and 800,000 servings of onion rings were
sold for $0.60 each. From 2009 to 2010, the price of french fries
rose to $0.50 and the servings sold fell to 900,000; the price of
onion rings fell to $0.51 and the servings sold rose to 840,000.
a. Calculate nominal GDP in 2009 and 2010. Calculate real

GDP in 2010 using 2009 prices.

b. Why would an assessment of growth using nominal GDP 
be misguided?

2. From 1990 to 2000 the price of housing rose dramatically.
What are the implications of this in deciding whether to use
1990 or 2000 as the base year in calculating 2010 real GDP?

Solutions appear at the back of the book.

Tackle the Test: Multiple-Choice Questions
1. Which of the following is true of real GDP?

I. It is adjusted for changes in prices.
II. It is always equal to nominal GDP.

III. It increases whenever aggregate output increases.
a. I only
b. II only
c. III only
d. I and III
e. I, II, and III

2. The best measure for comparing a country’s aggregate output
over time is
a. nominal GDP.
b. real GDP.

c. nominal GDP per capita.
d. real GDP per capita.
e. average GDP per capita.

3. Use the information provided in the table below for an
economy that produces only apples and oranges. Assume year 1
is the base year. 

Year 1 Year 2

Quantity of apples 3,000 4,000

Price of an apple $0.20 $0.30

Quantity of oranges 2,000 3,000

Price of an orange $0.40 $0.50
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What was the value of real GDP in each year?
Year 1 Year 2

a. $1,400 $2,700
b. 1,900 2,700
c. 1,400 2,000
d. 1,900 2,000
e. 1,400 1,900

4. Real GDP per capita is an imperfect measure of the quality of
life in part because it
a. includes the value of leisure time.
b. excludes expenditures on education.
c. includes expenditures on natural disasters.
d. excludes expenditures on entertainment.
e. includes the value of housework.

5. Refer to the 2009 data in the table below.

Which of the following must be true?
I. Residents of Japan were worse off than residents of the

United States or the European Union.
II. The European Union had a higher nominal GDP per

capita than the United States.
III. The European Union had a larger economy than the

United States.
a. I only
b. II only
c. III only
d. II and III
e. I, II, and III

Tackle the Test: Free-Response Questions
1. The economy of Britannica produces three goods: computers,

DVDs, and pizza. The accompanying table shows the prices and
output of the three goods for the years 2008, 2009, and 2010.

a. What is the percent change in computer production from
2008 to 2009?

b. What is the percent change in the price of pizza from 2009
to 2010?

c. Calculate nominal GDP in Britannica for 2008.
d. Calculate real GDP in Britannica for 2008 using 2008 as the

base year.
e. Calculate real GDP in Britannica for 2010 using 2008 as the

base year.

Answer (5 points)

1 point: 0.5/10 × 100 = 5%

1 point: $1/$16 × 100 = 6.25%

1 point: ($900 × 10) + ($10 × 100) + ($15 × 2) = $9,000 + $1,000 + $30 = $10,030

1 point: Real GDP equals nominal GDP in the base year, so this answer is the
same as in part c.

1 point: ($900 × 12) + ($10 × 110) + ($15 × 3) = $10,800 + $1,100 + $45 =
$11,945

2. Use the information in the table below to answer the following
questions.
a. Calculate the percent increase in nominal GDP between

2005 and 2010 for each country.
b. What happened to the price level in each country between

2005 and 2010?
c. Calculate real GDP in each country in 2010, using 2005 as

the base year.
d. Calculate the percent increase in real GDP between 2005 and

2010 for each country.
e. Compare the two countries’ real GDP per capita in 2010

using 2005 as the base year.

Computers DVDs Pizza
Year Price Quantity Price Quantity Price Quantity

2008 $900 10 $10 100 $15 2

2009 1,000 10.5 12 105 16 2

2010 1,050 12 14 110 17 3

Year Nominal GDP Price Level Population

Country A

2005 $2,000 $100 10

2010 4,000 100 20

Country B

2005 $2,000 $100 10

2010 6,000 200 15

Nominal GDP in billions of dollars

United States $14,259

Japan 5,049

European Union 16,191



What you will learn 
in this Module:
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• How unemployment is

measured

• How the unemployment rate

is calculated

• The significance of the

unemployment rate for the

economy

• The relationship between the

unemployment rate and

economic growth

Module 12
The Meaning and
Calculation of
Unemployment

The Unemployment Rate
One of the most important issues in the 2008 presidential election was the growing
unemployment rate. Figure 12.1 shows the U.S. unemployment rate from 1948 to the
early part of 2010; as you can see, the labor market hit a difficult patch starting in

f i g u r e  12.1

The U.S. Unemployment
Rate, 1948–2010
The unemployment rate has fluctuated
widely over time. It always rises during re-
cessions, which are shown by the shaded
bars. It usually, but not always, falls during
periods of economic expansion.
Source: Bureau of Labor Statistics; National Bureau of
Economic Research.
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mid-2008, with the unemployment rate rising from 4.8% in February 2008 to 10.1%
in October 2009. What did the rise in the unemployment rate mean, and why was it
such a big factor in people’s lives? To understand why policy makers pay so much at-
tention to employment and unemployment, we need to understand how they are
both defined and measured. 

Defining and Measuring Unemployment
It’s easy to define employment: you’re employed if and only if you have a job.

Unemployment, however, is a more subtle concept. Just because a person isn’t work-
ing doesn’t mean that we consider that person unemployed. For example, in December
2008 there were 32 million retired workers in the United States receiving Social Secu-
rity checks. Most of them were probably happy that they were no longer working, so we
wouldn’t consider someone who has settled into a comfortable, well -earned retirement
to be unemployed. There were also 7 million disabled U.S. workers receiving benefits
because they were unable to work. Again, although they weren’t working, we wouldn’t
normally consider them to be unemployed.

The U.S. Census Bureau, the federal agency that collects data on unemployment,
considers the unemployed to be those who are “jobless, looking for jobs, and available
for work.” Retired people don’t count because they aren’t looking for jobs; the disabled
don’t count because they aren’t available for work. More specifically, an individual is
considered unemployed if he or she doesn’t currently have a job and has been actively
seeking a job during the past four weeks. So the unemployed are people who are ac-
tively looking for work but aren’t currently employed.

A country’s labor force is the sum of the employed and the unemployed—that is,
the people who are currently working and the people who are currently looking for
work. The labor force participation rate, defined as the share of the working -age
population that is in the labor force, is calculated as follows:

(12-1) Labor force participation rate = × 100

The unemployment rate, defined as the percentage of the total number of people
in the labor force who are unemployed, is calculated as follows:

(12-2) Unemployment rate = × 100

To estimate the numbers that go into calculating the unemployment rate, the U.S.
Census Bureau carries out a monthly survey called the Current Population Survey,
which involves interviewing a random sample of 60,000 American families. People are
asked whether they are currently employed. If they are not employed, they are asked
whether they have been looking for a job during the past four weeks. The results are
then scaled up, using estimates of the total population, to estimate the total number of
employed and unemployed Americans. 

The Significance of the Unemployment Rate
In general, the unemployment rate is a good indicator of how easy or difficult it is to
find a job given the current state of the economy. When the unemployment rate is low,
nearly everyone who wants a job can find one. In 2000, when the unemployment rate
averaged 4%, jobs were so abundant that employers spoke of a “mirror test” for getting
a job: if you were breathing (therefore, your breath would fog a mirror), you could find
work. By contrast, in 2009, the unemployment rate in 17 states rose to over 10% (over
15% in Michigan), with many highly qualified workers having lost their jobs and hav-
ing a hard time finding new ones. Although the unemployment rate is a good indicator
of current labor market conditions, it is not a perfect measure. 

Number of unemployed workers
Labor force

Labor force
Population age 16 and older
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Employed people are currently holding 

a job in the economy, either full time or 

part time.

Unemployed people are actively looking 

for work but aren’t currently employed.

The labor force is equal to the sum of 

the employed and the unemployed.

The labor force participation rate is

the percentage of the population aged 

16 or older that is in the labor force.

The unemployment rate is the 

percentage of the total number of people 

in the labor force who are unemployed.



How the Unemployment Rate Can Overstate the True Level of Unemployment If
you are searching for work, it’s normal to take at least a few weeks to find a suitable
job. Yet a worker who is quite confident of finding a job, but has not yet accepted a po-
sition, is counted as unemployed. As a consequence, the unemployment rate never
falls to zero, even in boom times when jobs are plentiful. Even in the buoyant labor
market of 2000, when it was easy to find work, the unemployment rate was still 4%.
Later, we’ll discuss in greater depth the reasons that measured unemployment persists
even when jobs are abundant. 

How the Unemployment Rate Can Understate the True Level of Unemployment
Frequently, people who would like to work but aren’t working still don’t get counted
as unemployed. In particular, an individual who has given up looking for a job for
the time being because there are no jobs available isn’t counted as unemployed be-
cause he or she has not been searching for a job during the previous four weeks. Indi-
viduals who want to work but aren’t currently searching because they see little
prospect of finding a job given the state of the job market are known as discouraged
workers. Because it does not count discouraged workers, the measured unemploy-
ment rate may understate the percentage of people who want to work but are unable
to find jobs.

Discouraged workers are part of a larger group known as marginally attached
workers. These are people who say they would like to have a job and have looked for

work in the recent past but are not currently looking for work. They are
also not included when calculating the unemployment rate.

Finally, another category of workers who are frustrated in their
ability to find work but aren’t counted as unemployed are the un-

deremployed: workers who would like to find full -time jobs but
are currently working part time “for economic reasons”—

that is, they can’t find a full -time job. Again, they aren’t
counted in the unemployment rate.

The Bureau of Labor Statistics is the federal agency
that calculates the official unemployment rate. It also
calculates broader “measures of labor underutiliza-
tion” that include the three categories of frustrated
workers. Figure 12.2 shows what happens to the meas-
ured unemployment rate once marginally attached
workers (including discouraged workers) and the un-
deremployed are counted. The broadest measure of un-
 employment and under employment, known as U6, is the
sum of these three measures plus the unemployed; it is

substantially higher than the rate usually quoted by the
news media. But U6 and the unemployment rate move very

much in parallel, so changes in the unemployment rate remain a
good guide to what’s happening in the overall labor market. 

Finally, it’s important to realize that the unemployment rate varies greatly among
demographic groups. Other things equal, jobs are generally easier to find for more ex-
perienced workers and for workers during their “prime” working years, from ages 25 to
54. For younger workers, as well as workers nearing retirement age, jobs are typically
harder to find, other things equal. Figure 12.3 shows unemployment rates for different
groups in August 2007, when the overall unemployment rate of 4.7% was low by histor-
ical standards. As you can see, in August 2007 the unemployment rate for African -
American workers was much higher than the national average; the unemployment rate
for White teenagers (ages 16–19) was more than three times the national average; and
the unemployment rate for African -American teenagers, at more than 30%, was over six
times the national average. (Bear in mind that a teenager isn’t considered unemployed,
even if he or she isn’t working, unless that teenager is looking for work but can’t find
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Discouraged workers are nonworking

people who are capable of working but have

given up looking for a job due to the state of

the job market.

Marginally attached workers would like

to be employed and have looked for a job in

the recent past but are not currently looking

for work.

The underemployed are people who 

work part time because they cannot find

full-time jobs.



it.) So even at a time when the overall unemployment rate was relatively low, jobs were
hard to find for some groups. 

So although the unemployment rate is not an exact, literal measure of the per-
centage of people unable to find jobs, it is a good indicator of overall labor market
conditions. The ups and downs of the unemployment rate closely reflect economic
changes that have a significant impact on people’s lives. Let’s turn now to the causes
of these fluctuations. 
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f i g u r e  12.2

Alternative Measures of
Unemployment, 1994–2010
The unemployment number usually quoted in
the news media counts someone as unem-
ployed only if he or she has been looking for
work during the past four weeks. Broader
measures also count discouraged workers,
marginally attached workers, and the under-
employed. These broader measures show a
higher unemployment rate—but they move
closely in parallel with the standard rate.
Source: Bureau of Labor Statistics.
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f i g u r e  12.3

Unemployment Rates of
Different Groups, 2007
Unemployment rates vary greatly among dif-
ferent demographic groups. For example, al-
though the overall unemployment rate in
August 2007 was 4.7%, the unemployment
rate among African - American teenagers was
31.2%. As a result, even during periods of
low overall unemployment, unemployment
remains a serious problem for some groups.
Source: Bureau of Labor Statistics.
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Growth and Unemployment
Compared to Figure 12.1, Figure 12.4 shows the U.S. unemployment rate over a some-
what shorter period, the 30 years from 1978 to 2010. The shaded bars represent peri-
ods of recession. As you can see, during every recession, without exception, the
unemployment rate rose. The recession of 1981–1982, the most severe one shown,
pushed the unemployment rate into double digits: unemployment peaked in Novem-
ber 1982 at 10.8%. And during the most recent recession shown, in late 2009 the unem-
ployment rate rose to above 10%.

Correspondingly, during periods of economic expansion the unemployment rate
usually falls. The long economic expansion of the 1990s eventually brought the unem-
ployment rate below 4%. However, it’s important to recognize that economic expansions
aren’t always periods of falling unemployment. Look at the periods immediately following
two recent recessions, those of 1990–1991 and 2001. In each case the unemployment
rate continued to rise for more than a year after the recession was officially over. The
explanation in both cases is that although the economy was growing, it was not grow-
ing fast enough to reduce the unemployment rate.

Figure 12.5 is a scatter diagram showing U.S. data for the period from 1949 to 2009.
The horizontal axis measures the annual rate of growth in real GDP—the percent by
which each year’s real GDP changed compared to the previous year’s real GDP. (Notice
that there were nine years in which growth was negative—that is, real GDP shrank.) The
vertical axis measures the change in the unemployment rate over the previous year in
percentage points. Each dot represents the observed growth rate of real GDP and
change in the unemployment rate for a given year. For example, in 2000 the average un-
employment rate fell to 4.0% from 4.2% in 1999; this is shown as a value of −0.2 along
the vertical axis for the year 2000. Over the same period, real GDP grew by 4.1%; this is
the value shown along the horizontal axis for the year 2000. 

f i g u r e  12.4

Unemployment and
Recessions, 1978–2010
This figure shows a close - up of the unem-
ployment rate since the 1970s, with the
shaded bars indicating recessions. It’s clear
that unemployment always rises during re-
cessions and usually falls during expansions.
But in both the early 1990s and the early
2000s, unemployment continued to rise for
some time after the recession was officially
declared over.
Source: Bureau of Labor Statistics; National Bureau of
Economic Research.
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The downward trend of the scatter points in Figure 12.5 shows that there is a
generally strong negative relationship between growth in the economy and the rate
of unemployment. Years of high growth in real GDP were also years in which the 
unemployment rate fell, and years of low or negative growth in real GDP were years
in which the unemployment rate rose. The green vertical line in Figure 12.5 at 
the value of 3.3% indicates the average growth rate of real GDP over the period from
1949 to 2009. Points lying to the right of the vertical line are years of above-average
growth. In these years, the value on the vertical axis is usually negative, meaning
that the unemployment rate fell. That is, years of above -average growth were usually
years in which the unemployment rate was falling. Conversely, points lying to 
the left of the vertical line were years of below- average growth. In these years, 
the value on the vertical axis is usually positive, meaning that the unemployment
rate rose. That is, years of below -average growth were usually years in which the 
unemployment rate was rising. There are periods in which GDP is growing, but at 
a below -average rate; these are periods in which the economy isn’t in a recession 
but unemployment is still rising—sometimes called a “growth recession.” But true
recessions, periods when real GDP falls, are especially painful for workers. As illus-
trated by the points to the left of the vertical axis in Figure 12.5, falling real GDP is
always associated with a rising rate of unemployment, causing a great deal of hard-
ship to families. 
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Growth and Changes in Unemployment, 1949–2009f i g u r e  12.5

Each dot shows the growth rate of the economy and the
change in the unemployment rate for a specific year be-
tween 1949 and 2009. For example, in 2000 the economy
grew 4.1% and the unemployment rate fell 0.2 percentage
points, from 4.2% to 4.0%. In general, the unemployment

rate fell when growth was above its average rate of 3.3% a
year and rose when growth was below average. Unemploy-
ment always rose when real GDP fell.
Source: Bureau of Labor Statistics; Bureau of Economic Analysis.
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Rocky Mountain Low
In addition to estimating the unemployment rate

for the nation as a whole, the U.S. government

also estimates unemployment rates for each

state. These state unemployment rates often

differ considerably—and the differences corre-

spond to real differences in the condition of

local labor markets. The figure shows how un-

employment rates varied across the United

States in July 2007.

As you can see from the figure, Montana 

had one of the lowest unemployment rates

in the United States, only 2.7% in July

2007, mainly because the state’s boom-

ing oil business was creating new jobs

even as the state’s aging population re-

duced the size of the labor force. And this

low unemployment rate created a seller’s

market in labor. According to the Associ-

ated Press, the owner of the McDonald’s

franchise in Sidney, Montana, desperate

to find workers, “tried advertising in the

local newspaper and even offered up to

$10 an hour to compete with higher -

 paying oil field jobs. Yet the only calls

were from other business owners upset

they would have to raise wages, too.”

Michigan was at the opposite ex-

treme. Layoffs by auto manufacturers,

the traditional mainstay of Michigan’s

economy, had given the state the high-

est unemployment rate in the nation:

7.2% in July 2007. And this high unemployment

rate did indeed correspond to a very poor labor

market. A poll taken by the Detroit Free Press in

early 2007 found that 3 out of every 10 young

Michigan residents were considering leaving

the state, including almost half of poor job

prospects. These state- to - state comparisons

show that the unemployment rate is indeed a

good indicator of how easy or hard it is to find 

a job.

One thing you should know, however, is 

that differences in state unemployment rates

don’t tend to persist, in large part because, 

as that Michigan poll suggested, Americans

tend to move to where the jobs are. As recently

as 2000, Michigan had an unemployment 

rate of only 3.7%, well below the national 

average of 4.0%, while Montana had an 

unemployment rate of 4.8%, above the na-

tional average.

fy i

Michigan
Montana

7.0% to 9.9%
6.0% to 6.9%
5.0% to 5.9%

4.0% to 4.9%
3.0% to 3.9%
2.0% to 2.9%

M o d u l e 12 AP R e v i e w

Check Your Understanding 
1. Suppose that employment websites enable job -seekers to find

suitable jobs more quickly. What effect will this have on the
unemployment rate over time? Also suppose that these
websites encourage job -seekers who had given up their searches
to begin looking again. What effect will this have on the
unemployment rate?

2. In which of the following cases would the worker be counted as
unemployed? Explain.

a. Rosa, an older worker, has been laid off and gave up looking
for work months ago.

b. Anthony, a schoolteacher, is not working during his
three-month summer break.

c. Grace, an investment banker, has been laid off and is
currently searching for another position.

d. Sergio, a classically trained musician, can only find work
playing for local parties.

Solutions appear at the back of the book.
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e. Natasha, a graduate student, went back to school because
jobs were scarce.

3. Which of the following are consistent with the observed
relationship between growth in real GDP and changes in the
unemployment rate? Which are not?

a. A rise in the unemployment rate accompanies a fall in 
real GDP.

b. An exceptionally strong business recovery is associated 
with a greater percentage of the labor force being employed.

c. Negative real GDP growth is associated with a fall in the
unemployment rate.

Tackle the Test: Multiple-Choice Questions
1. To be considered unemployed, a person must

I. not be working.
II. be actively seeking a job.

III. be available for work.
a. I only
b. II only
c. III only
d. II and III
e. I, II, and III

Use the information for a hypothetical economy presented in the
following table to answer questions 2, 3, and 4.

2. What is the labor force participation rate?
a. 70%
b. 50%
c. 20%

d. 10%
e. 5%

3. How many people are unemployed?
a. 10,000
b. 20,000
c. 30,000
d. 100,000
e. 110,000

4. What is the unemployment rate?
a. 70%
b. 50%
c. 20%
d. 10%
e. 5%

5. The unemployment problem in an economy may be
understated by the unemployment rate due to
a. people lying about seeking a job.
b. discouraged workers.
c. job candidates with one offer but waiting for more.
d. overemployed workers.
e. none of the above.

Tackle the Test: Free-Response Questions
1. Use the data provided below to calculate each of the following.

Show how you calculate each.
a. the size of the labor force
b. the labor force participation rate
c. the unemployment rate

Population age 16 and older = 12 million
Employment = 5 million
Unemployment = 1 million

Answer (6 points)

1 point: 6 million

1 point: employment + unemployment = 5 million + 1 million = 6 million

1 point: 50%

1 point: (labor force/population) × 100 = ((5 million + 1 million)/12 million) ×
100 = (6 million/12 million) × 100 = 50%

1 point: 17%

1 point: (unemployment/labor force) × 100 = (1 million/(5 million +1 million)) ×
100 = (1 million/6 million) × 100 = 17%

2. What is the labor market classification of each of the following
individuals? Be as specific as possible, and explain your answer.
a. Julie has a graduate degree in mechanical engineering. She

works full-time mowing lawns.
b. Jeff was laid off from his previous job. He would very much

like to work at any job, but, after looking for work for a year,
has stopped looking for work.

c. Ian is working 25 hours per week at a bookstore, and has no
desire to work full time.

d. Raj has decided to take a year off from work to stay home
with his daughter. 

Population age 16 and older = 200,000

Labor Force = 100,000

Number of people working part time = 20,000

Number of people working full time = 70,000



What you will learn 
in this Module:
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• The three different types of

unemployment and their

causes

• The factors that determine

the natural rate of

unemployment

Module 13
The Causes and
Categories of
Unemployment

The Natural Rate of Unemployment
Fast economic growth tends to reduce the unemployment rate. So how low can the un-
employment rate go? You might be tempted to say zero, but that isn’t feasible. Over the
past half-century, the national unemployment rate has never dropped below 2.9%.

Can there be unemployment even when many businesses are having a hard time
finding workers? To answer this question, we need to examine the nature of labor mar-
kets and why they normally lead to substantial measured unemployment even when
jobs are plentiful. Our starting point is the observation that even in the best of times,
jobs are constantly being created and destroyed.

Job Creation and Job Destruction
In early 2010 the unemployment rate hovered close to 10%. Even during good times,
most Americans know someone who has lost his or her job. The U.S. unemployment
rate in July 2007 was only 4.7%, relatively low by historical standards, yet in that month
there were 4.5 million “job separations”—terminations of employment that occurred
because a worker was either fired or quit voluntarily.

There are many reasons for such job loss. One is structural change in the economy:
industries rise and fall as new technologies emerge and consumers’ tastes change. For
example, employment in high-tech industries such as telecommunications surged in
the late 1990s but slumped severely after 2000. However, structural change also brings
the creation of new jobs: since 2000, the number of jobs in the American healthcare sec-
tor has surged as new medical technologies have emerged and the aging of the popula-
tion has increased the demand for medical care. Poor management performance or bad
luck at individual companies also leads to job loss for their employees. For example, in
2005 General Motors announced plans to eliminate 30,000 jobs after several years of



lagging sales, even as Japanese companies such as Toyota announced plans to open new
plants in North America to meet growing demand for their cars.

This constant churning of the workforce is an inevitable feature of the modern econ-
omy. And this churning, in turn, is one source of frictional unemployment—one main rea-
son that there is a considerable amount of unemployment even when jobs are abundant.

Frictional Unemployment
Workers who lose a job involuntarily due to job destruction often choose not to take
the first new job offered. For example, suppose a skilled programmer, laid off because
her software company’s product line was unsuccessful, sees a help-wanted ad for cleri-
cal work in the local newspaper. She might respond to the ad and get the job—but that
would be foolish. Instead, she should take the time to look for a job that takes advan-
tage of her skills and pays accordingly. In addition, individual workers are constantly
leaving jobs voluntarily, typically for personal reasons—family moves, dissat-
isfaction, and better job prospects elsewhere.

Economists say that workers who spend time looking for employment are
engaged in job search. If all workers and all jobs were alike, job search wouldn’t
be necessary; if information about jobs and workers were perfect, job search
would be very quick. In practice, however, it’s normal for a worker who loses a
job, or a young worker seeking a first job, to spend at least a few weeks searching.

Frictional unemployment is unemployment due to the time workers
spend in job search. A certain amount of frictional unemployment is in-
evitable, for two reasons. One is the constant process of job creation and job
destruction. The other is the fact that new workers are always entering the
labor market. For example, in January 2010, when unemployment was high,
out of 14.8 million workers counted as unemployed, 1.2 million were new en-
trants to the workforce and another 3.6 million were “re -entrants”—people
who had come back after being out of the workforce for a time.

A limited amount of frictional unemployment is relatively harmless and
may even be a good thing. The economy is more productive if workers take the
time to find jobs that are well matched to their skills, and workers who are un-
employed for a brief period while searching for the right job don’t experience
great hardship. In fact, when there is a low unemployment rate, periods of un-
employment tend to be quite short, suggesting that much of the unemploy-
ment is frictional. Figure 13.1 shows the composition of unemployment in
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During the housing slump of 2009 when
unemployment was running very high,
many construction workers resorted to
more traditional methods of finding work.
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Workers who spend time looking for

employment are engaged in job search.

Frictional unemployment is

unemployment due to the time workers 

spend in job search.

f i g u r e  13.1

Distribution of the Unemployed
by Duration of Unemployment,
2000 and 2010
In years when the unemployment rate is low, most
unemployed workers are unemployed for only a short
period. In 2000, a year of low unemployment, 45% of
the unemployed had been unemployed for less than
5 weeks and 77% for less than 15 weeks. The short
duration of unemployment for most workers suggests
that most unemployment in 2000 was frictional. In
early 2010, by contrast, only 20% of the unemployed
had been unemployed for less than 5 weeks, but
41% had been unemployed for 27 or more weeks, in-
dicating that during periods of high unemployment, a
smaller share of unemployment is frictional.
Source: Bureau of Labor Statistics.
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2000, when the unemployment rate was only 4%. Forty-five percent of the unemployed
had been unemployed for less than 5 weeks and only 23% had been unemployed for 15
or more weeks. Just 11% were considered to be “long - term unemployed”—unemployed
for 27 or more weeks. The picture looked very different in January 2010, after unem-
ployment had been high for an extended period of time.

In periods of higher unemployment, workers tend to be jobless for longer periods of
time, suggesting that a smaller share of unemployment is frictional. By early 2010,
when unemployment had been high for several months, for instance, the fraction of
unemployed workers considered “long -term unemployed” had jumped to 41%.

Structural Unemployment
Frictional unemployment exists even when the number of people seeking jobs is equal
to the number of jobs being offered—that is, the existence of frictional unemployment
doesn’t mean that there is a surplus of labor. Sometimes, however, there is a persistent sur-
plus of job -seekers in a particular labor market. For example, there may be more workers
with a particular skill than there are jobs available using that skill, or there may be more
workers in a particular geographic region than there are jobs available in that region.
Structural unemployment is unemployment that results when there are more people
seeking jobs in a labor market than there are jobs available at the current wage rate.

The supply and demand model tells us that the price of a good, service, or factor of
production tends to move toward an equilibrium level that matches the quantity sup-
plied with the quantity demanded. This is equally true, in general, of labor markets.
Figure 13.2 shows a typical market for labor. The labor demand curve indicates that
when the price of labor—the wage rate—increases, employers demand less labor. The
labor supply curve indicates that when the price of labor increases, more workers are
willing to supply labor at the prevailing wage rate. These two forces coincide to lead to
an equilibrium wage rate for any given type of labor in a particular location. That equi-
librium wage rate is shown as WE. 

Even at the equilibrium wage rate, WE , there will still be some frictional unemploy-
ment. That’s because there will always be some workers engaged in job search even when
the number of jobs available is equal to the number of workers seeking jobs. But there
wouldn’t be any structural unemployment in this labor market. Structural unemployment
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f i g u r e  13.2

The Effect of a Minimum
Wage on the Labor Market
When the government sets a minimum
wage, WF, that exceeds the market 
equilibrium wage rate, WE, the number of
workers, QS, who would like to work at that
minimum wage is greater than the number
of workers, QD, demanded at that wage rate.
This surplus of labor is considered structural
unemployment.
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occurs when the wage rate is, for some reason, persistently above WE. Several factors can lead to a
wage rate in excess of WE , the most important being minimum wages, labor unions, effi-
ciency wages, and the side effects of government policies. 

Minimum Wages As explained in Module 8, a minimum wage is a government-
mandated floor on the price of labor. In the United States, the national minimum wage
in 2009 was $7.25 an hour. For many American workers, the minimum wage is irrelevant;
the market equilibrium wage for these workers is well above this price floor. But for less
skilled workers, the minimum wage may be binding—it affects the wages that people are
actually paid and can lead to structural unemployment. In countries that have higher
minimum wages, the range of workers for whom the minimum wage is binding is larger.

Figure 13.2 shows the effect of a binding minimum wage. In this market, there is a
legal floor on wages, WF , which is above the equilibrium wage rate, WE. This leads to a
persistent surplus in the labor market: the quantity of labor supplied, QS, is larger than
the quantity demanded, QD. In other words, more people want to work than can find
jobs at the minimum wage, leading to structural unemployment.

Given that minimum wages—that is, binding minimum wages—generally lead 
to structural unemployment, you might wonder why governments impose them. The
rationale is to help ensure that people who work can earn enough income to afford at
least a minimally comfortable lifestyle. However, this may come at a cost, because it
may eliminate employment opportunities for some workers who would have willingly
worked for lower wages. As illustrated in Figure 13.2, not only are there more sellers of
labor than there are buyers, but there are also fewer people working at a minimum
wage (QD) than there would have been with no minimum wage at all (QE).

Although economists broadly agree that a high minimum wage has the employment-
 reducing effects shown in Figure 13.2, there is some question about whether this is a
good description of how the minimum wage actually works in the United States. The
minimum wage in the United States is quite low compared with that in other wealthy
countries. For three decades, from the 1970s to the mid-2000s, the U.S. minimum wage
was so low that it was not binding for the vast majority of workers. In addition, some re-
searchers have produced evidence that increases in the minimum wage actually lead to
higher employment when, as was the case in the United States at one time, the mini-
mum wage is low compared to average wages. They argue that firms that employ low -
skilled workers sometimes restrict their hiring in order to keep wages low and that, as a
result, the minimum wage can sometimes be increased without any loss of jobs. Most
economists, however, agree that a sufficiently high minimum
wage does lead to structural unemployment. 

Labor Unions The actions of labor unions can have effects similar
to those of minimum wages, leading to structural unemployment.
By bargaining collectively for all of a firm’s workers, unions can
often win higher wages from employers than workers would have
obtained by bargaining individually. This process, known as collec-
tive bargaining, is intended to tip the scales of bargaining power
more toward workers and away from employers. Labor unions ex-
ercise bargaining power by threatening firms with a labor strike, a
collective refusal to work. The threat of a strike can have very seri-
ous consequences for firms that have difficulty replacing striking
workers. In such cases, workers acting collectively can exercise
more power than they could if they acted individually.

When workers have greater bargaining power, they tend to de-
mand and receive higher wages. Unions also bargain over bene-
fits, such as health care and pensions, which we can think of as
additional wages. Indeed, economists who study the effects of
unions on wages find that unionized workers earn higher wages
and more generous benefits than non -union workers with similar skills. The result of
these increased wages can be the same as the result of a minimum wage: labor unions
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Members of the United Auto Workers
(UAW) union march on a picket line during
a strike to protest unfair labor practices.
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push the wage that workers receive above the equilibrium wage. Consequently, there
are more people willing to work at the wage being paid than there are jobs available.
Like a binding minimum wage, this leads to structural unemployment.

Efficiency Wages Actions by firms may also contribute to structural unemployment.
Firms may choose to pay efficiency wages—wages that employers set above the equi-
librium wage rate as an incentive for their workers to deliver better performance.

Employers may feel the need for such incentives for several reasons. For example,
employers often have difficulty observing directly how hard an employee works. They
can, however, elicit more work effort by paying above -market wages: employees receiv-
ing these higher wages are more likely to work harder to ensure that they aren’t fired,
which would cause them to lose their higher wages.

When many firms pay efficiency wages, the result is a pool of workers who want jobs but
can’t find them. So the use of efficiency wages by firms leads to structural unemployment.

Side Effects of Public Policy In addition, public policy designed to help workers who
lose their jobs can lead to structural unemployment as an unintended side effect. Most
economically advanced countries provide benefits to laid- off workers as a way to tide
them over until they find a new job. In the United States, these benefits typically re-
place only a small fraction of a worker’s income and expire after 26 weeks. In other
countries, particularly in Europe, benefits are more generous and last longer. The
drawback to this generosity is that it reduces the incentive to quickly find a new job,
and by keeping more people searching for longer, the benefits increase structural and
frictional unemployment. Generous unemployment benefits in some European coun-
tries are widely believed to be one of the main causes of “Eurosclerosis,” the persistent
high unemployment that afflicts a number of European economies.

The Natural Rate of Unemployment
Because some frictional unemployment is inevitable and because many economies also
suffer from structural unemployment, a certain amount of unemployment is normal,
or “natural. ” Actual unemployment fluctuates around this normal level. The natural
rate of unemployment is the normal unemployment rate around which the actual un-
employment rate fluctuates. It is the rate of unemployment that arises from the effects
of frictional plus structural unemployment. Cyclical unemployment is the deviation
of the actual rate of unemployment from the natural rate; that is, it is the difference be-
tween the actual and natural rates of unemployment. As the name suggests, cyclical un-
employment is the share of unemployment that arises from the business cycle. We’ll see
later that public policy cannot keep the unemployment rate persistently below the nat-
ural rate without leading to accelerating inflation.

We can summarize the relationships between the various types of unemployment
as follows:

(13-1) Natural unemployment =
Frictional unemployment + Structural unemployment

(13-2) Actual unemployment =
Natural unemployment + Cyclical unemployment

Perhaps because of its name, people often imagine that the natural rate of unemploy-
ment is a constant that doesn’t change over time and can’t be affected by policy. Nei-
ther proposition is true. Let’s take a moment to stress two facts: the natural rate of
unemployment changes over time, and it can be affected by economic policies.

Changes in the Natural Rate of Unemployment
Private -sector economists and government agencies need estimates of the natural rate
of unemployment both to make forecasts and to conduct policy analyses. Almost all
these estimates show that the U.S. natural rate rises and falls over time. For example,
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the Congressional Budget Office, the independent agency that conducts budget and eco-
nomic analyses for Congress, believes that the U.S. natural rate of unemployment was
5.3% in 1950, rose to 6.3% by the end of the 1970s, but has fallen to 4.8% today. European
countries have experienced even larger swings in their natural rates of unemployment.

What causes the natural rate of unemployment to change? The most important fac-
tors are changes in the characteristics of the labor force, changes in labor market insti-
tutions, and changes in government policies. Let’s look briefly at each factor.

Changes in Labor Force Characteristics In January 2010 the overall rate of unem-
ployment in the United States was 9.7%. Young workers, however, had much higher un-
employment rates: 26.4% for teenagers and 15.8% for workers aged 20 to 24. Workers
aged 25 to 54 had an unemployment rate of only 8.6%.

In general, unemployment rates tend to be lower for experienced than for inexperi-
enced workers. Because experienced workers tend to stay in a given job longer than do
inexperienced ones, they have lower frictional unemployment. Also, because older
workers are more likely than young workers to be family breadwinners, they have a
stronger incentive to find and keep jobs.

One reason the natural rate of unemployment rose during the 1970s was a large rise
in the number of new workers—children of the post–World War II baby boom entered
the labor force, as did a rising percentage of married women. As Figure 13.3 shows,
both the percentage of the labor force less than 25 years old and the percentage of
women in the labor force surged in the 1970s. By the end of the 1990s, however, the
share of women in the labor force had leveled off and the percentage of workers under
25 had fallen sharply. As a result, the labor force as a whole is more experienced today
than it was in the 1970s, one likely reason that the natural rate of unemployment is
lower today than in the 1970s. 

Changes in Labor Market Institutions As we pointed out earlier, unions that negotiate
wages above the equilibrium level can be a source of structural unemployment. Some
economists believe that strong labor unions are one reason for the high natural rate of
unemployment in Europe. In the United States, a sharp fall in union membership after
1980 may have been one reason the natural rate of unemployment fell between the
1970s and the 1990s.

Other institutional changes may also have been at work. For example, some labor econ-
omists believe that temporary employment agencies, which have proliferated in recent
years, have reduced frictional unemployment by helping match workers to jobs. Further-
more, Internet websites such as monster.com may have reduced frictional unemployment.
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f i g u r e  13.3

The Changing Makeup of the
U.S. Labor Force, 1948–2009
In the 1970s the percentage of the labor force
consisting of women rose rapidly, as did the per-
centage under age 25. These changes reflected
the entry of large numbers of women into the paid
labor force for the first time and the fact that baby
boomers were reaching working age. The natural
rate of unemployment may have risen because
many of these workers were relatively inexperi-
enced. Today, the labor force is much more experi-
enced, which is one possible reason the natural
rate has fallen since the 1970s.
Source: Bureau of Labor Statistics.
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Technological change, coupled with labor market institutions, can also
affect the natural rate of unemployment.

Technological change probably leads to an increase in the demand for
skilled workers who are familiar with the relevant technology and a reduc-
tion in the demand for unskilled workers. Economic theory predicts that
wages should increase for skilled workers and decrease for unskilled work-
ers. But if wages for unskilled workers cannot go down—say, due to a bind-
ing minimum wage—increased structural unemployment, and therefore a
higher natural rate of unemployment, will result.

Changes in Government Policies A high minimum wage can cause struc-
tural unemployment. Generous unemployment benefits can increase both
structural and frictional unemployment. So government policies intended
to help workers can have the undesirable side effect of raising the natural
rate of unemployment.

Some government policies, however, may reduce the natural rate. Two ex-
amples are job training and employment subsidies. Job -training programs are
supposed to provide unemployed workers with skills that widen the range of
jobs they can perform. Employment subsidies are payments either to workers
or to employers that provide a financial incentive to accept or offer jobs. 
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Structural Unemployment in Eastern Germany
In one of the most dramatic events in world his-

tory, a spontaneous popular uprising in 1989

overthrew the communist dictatorship in East Ger-

 many. Citizens quickly tore down the wall that had

divided Berlin, and in short order East and West

Germany became a united, democratic nation.

Then the trouble started.

After reunification, employment in East Ger-

many plunged and the unemployment rate

soared. This high unemployment rate has per-

sisted: despite receiving massive aid from the

federal German government, the economy of

the former East Germany has remained persist-

ently depressed, with an unemployment rate of

12.1% in December 2009, compared to West

Germany’s unemployment rate of 6.7%. Other

parts of formerly communist Eastern Europe

have done much better. For example, the Czech

Republic, which was often cited along with East

Germany as a relatively successful communist

economy, had a comparatively lower unemploy-

ment rate of only 9.2% in December 2009.

What went wrong in East Germany?

The answer is that, through nobody’s fault, East

Germany found itself suffering from severe struc-

tural unemployment. When Germany was reuni-

fied, it became clear that workers in East Ger-

many were much less productive than their

cousins in the west. Yet unions initially demanded

wage rates equal to those in West Germany, and

these wage rates have been slow to come down

because East German workers don’t want to be

treated as inferior to their West German counter-

parts. Meanwhile, productivity in the former East

Germany has remained well below West German

levels, in part because of decades of misguided

investment. The result has been a persistently

large mismatch between the number of workers

demanded and the number of those seeking jobs.
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Check Your Understanding 
1. Explain the following.

a. Frictional unemployment always exists.
b. Frictional unemployment accounts for a larger share of total

unemployment when the unemployment rate is low.

2. Why does collective bargaining have the same general effect on
unemployment as a minimum wage? Illustrate your answer
with a diagram.

3. Suppose the United States dramatically increases benefits for
unemployed workers. Explain what will happen to the natural
rate of unemployment.

Solutions appear at the back of the book.
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Tackle the Test: Multiple-Choice Questions
1. A person who moved to a new state and took two months to

find a new job experienced which type of unemployment?
a. frictional
b. structural
c. cyclical
d. natural
e. none of the above

2. What type of unemployment is created by a recession?
a. frictional
b. structural
c. cyclical
d. natural
e. none of the above

3. A person who is unemployed because of a mismatch between
the quantity of labor supplied and the quantity of labor
demanded is experiencing what type of unemployment?
a. frictional
b. structural
c. cyclical

d. natural
e. none of the above

4. Which of the following is true of the natural rate of
unemployment?

I. It includes frictional unemployment.
II. It includes structural unemployment.

III. It is equal to 0%.
a. I only
b. II only
c. III only
d. I and II
e. I, II, and III

5. Which of the following can affect the natural rate of
unemployment in an economy over time?
a. labor force characteristics such as age and work experience
b. the existence of labor unions
c. advances in technologies that help workers find jobs
d. government job training programs
e. all of the above

Tackle the Test: Free-Response Questions
1. a. Define the natural rate of unemployment.

b. The natural rate of unemployment is made up of which of
the types of unemployment?

c. Explain how cyclical unemployment relates to the natural
rate of unemployment.

d. List three factors that can lead to a change in the natural
rate of unemployment.

Answer (7 points)

1 point: The natural rate of unemployment is the normal unemployment rate
around which the actual unemployment rate fluctuates.

1 point: The natural rate of unemployment is made up of frictional
unemployment . . .

1 point: . . . plus structural unemployment.

1 point: Cyclical unemployment is the deviation of the actual rate of
unemployment from the natural rate. Or, cyclical unemployment is the
difference between the actual and natural rates of unemployment.

1 point: Changes in labor force characteristics

1 point: Changes in labor market institutions such as unions

1 point: Changes in government policies

2. In each of the following situations, what type of unemployment
is Melanie facing? Explain.
a. After completing a complex programming project, 

Melanie is laid off. Her prospects for a new job requiring
similar skills are good, and she has signed up with a
programmer placement service. She has passed up offers 
for low-paying jobs.

b. When Melanie and her co-workers refused to accept pay
cuts, her employer outsourced their programming tasks to
workers in another country. This phenomenon is occurring
throughout the programming industry.

c. Due to the current slump in investment spending, Melanie
has been laid off from her programming job. Her employer
promises to rehire her when business picks up.



What you will learn 
in this Module:
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• The economic costs of

inflation

• How inflation creates winners

and losers

• Why policy makers try to

maintain a stable rate of

inflation

• The difference between 

real and nominal values 

of income, wages, and

interest rates

• The problems of deflation

and disinflation

Module 14
Inflation: An Overview

Inflation and Deflation
In 1980 Americans were dismayed about the state of the economy for two reasons: the
unemployment rate was high, and so was inflation. In fact, the high rate of inflation,
not the high rate of unemployment, was the principal concern of policy makers at the
time—so much so that Paul Volcker, the chairman of the Federal Reserve Board (which
controls monetary policy), more or less deliberately created a deep recession in order to
bring inflation under control. Only in 1982, after inflation had dropped sharply and
the unemployment rate had risen to more than 10%, did fighting unemployment be-
come the chief priority.

Why is inflation something to worry about? Why do policy makers even now get
anxious when they see the inflation rate moving upward? The answer is that inflation
can impose costs on the economy—but not in the way most people think.

The Level of Prices Doesn’t Matter . . .
The most common complaint about inflation, an increase in the price level, is that it
makes everyone poorer—after all, a given amount of money buys less. But inflation
does not make everyone poorer. To see why, it’s helpful to imagine what would hap-
pen if the United States did something other countries have done from time to time—
replaced the dollar with a new currency.

A recent example of this kind of currency conversion happened in 2002, when
France, like a number of other European countries, replaced its national currency, the
franc, with the new Pan -European currency, the euro. People turned in their franc coins
and notes, and received euro coins and notes in exchange, at a rate of precisely 6.55957
francs per euro. At the same time, all contracts were restated in euros at the same rate of
exchange. For example, if a French citizen had a home mortgage debt of 500,000 francs,
this became a debt of 500,000/6.55957 = 76,224.51 euros. If a worker’s contract speci-
fied that he or she should be paid 100 francs per hour, it became a contract specifying a
wage of 100/6.55957 = 15.2449 euros per hour, and so on.

You could imagine doing the same thing here, replacing the dollar with a “new dol-
lar” at a rate of exchange of, say, 7 to 1. If you owed $140,000 on your home, that
would become a debt of 20,000 new dollars. If you had a wage rate of $14 an hour, it



would become 2 new dollars an hour, and so on. This would bring the overall U.S.
price level back to about what it was when John F. Kennedy was president.

So would everyone be richer as a result because prices would be only one-seventh as
high? Of course not. Prices would be lower, but so would wages and incomes in general.
If you cut a worker’s wage to one-seventh of its previous value, but also cut all prices to
one-seventh of their previous level, the worker’s real wage—the wage rate divided by the
price level—doesn’t change. In fact, bringing the overall price level back to what it was
during the Kennedy administration would have no effect on overall purchasing power,
because doing so would reduce income exactly as much as it reduced prices. Conversely,
the rise in prices that has actually taken place since the early 1960s hasn’t made America
poorer, because it has also raised incomes by the same amount: real income—income
divided by the price level—hasn’t been affected by the rise in overall prices.

The moral of this story is that the level of prices doesn’t matter: the United States
would be no richer than it is now if the overall level of prices was still as low as it was in
1961; conversely, the rise in prices over the past 45 years hasn’t made us poorer.

. . . But the Rate of Change of Prices Does
The conclusion that the level of prices doesn’t matter might seem to imply that the in-
flation rate doesn’t matter either. But that’s not true.

To see why, it’s crucial to distinguish between the level of prices and the inflation rate.
In the next module, we will discuss precisely how the level of prices in the economy is
measured using price indexes such as the consumer price index. For now, let’s look at
the inflation rate, the percent increase in the overall level of prices per year. The infla-
tion rate is calculated as follows:

Inflation rate = × 100

Figure 14.1 highlights the difference between the price level and the inflation rate in
the United States since 1969, with the price level measured along the left vertical axis
and the inflation rate measured along the right vertical axis. In the 2000s, the overall

Price level in year 2 − Price level in year 1
Price level in year 1
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f i g u r e  14.1

The Price Level versus the
Inflation Rate, 1969–2009
Over the past 40 years, the price level has
continuously gone up. But the inflation rate—
the rate at which consumer prices are 
rising—has had both ups and downs.
Source: Bureau of Labor Statistics.
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The real wage is the wage rate divided 

by the price level.

Real income is income divided by the 

price level.

The inflation rate is the percent change 

per year in a price index—typically the

consumer price index.
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Israel’s Experience with Inflation
It’s hard to see the costs of inflation clearly be-

cause serious inflation is often associated with

other problems that disrupt the economy and

life in general, notably war or political instability

(or both). In the mid-1980s, however, Israel ex-

perienced a “clean” inflation: there was no war,

the government was stable, and there was

order in the streets. Yet a series of policy errors

led to very high inflation, with prices often rising

more than 10% a month.

As it happens, one of the authors spent a

month visiting Tel  Aviv University at the height of

the inflation, so we can give a first - hand ac-

count of the effects.

First, the shoe - leather costs of inflation were

substantial. At the time, Israelis spent a lot of

time in lines at the bank, moving money in and

out of accounts that provided high enough inter-

est rates to offset inflation. People walked

around with very little cash in their wallets; they

had to go to the bank whenever they needed to

make even a moderately large cash payment.

Banks responded by opening a lot of branches,

a costly business expense.

Second, although menu costs weren’t that

visible to a visitor, what you could see were the

efforts businesses made to minimize them. For

example, restaurant menus often didn’t list

prices. Instead, they listed numbers that you

had to multiply by another number, written on a

chalkboard and changed every day, to figure out

the price of a dish.

Finally, it was hard to make decisions be-

cause prices changed so much and so often. It

was a common experience to walk out of a

store because prices were 25% higher than at

one’s usual shopping destination, only to dis-

cover that prices had just been increased 25%

there, too.

fy i

The shoe-leather costs of inflation in Israel:
when the inflation rate hit 500% in 1985, peo-
ple spent a lot of time in line at banks.
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level of prices in the United States was much higher than it was in 1969—but that, as
we’ve learned, didn’t matter. The inflation rate in the 2000s, however, was much lower
than in the 1970s—and that almost certainly made the economy richer than it would
have been if high inflation had continued. 

Economists believe that high rates of inflation impose significant economic costs.
The most important of these costs are shoe -leather costs, menu costs, and unit -of -account
costs. We’ll discuss each in turn. 

Shoe - Leather Costs People hold money—cash in their wallets and bank deposits on
which they can write checks—for convenience in making transactions. A high inflation
rate, however, discourages people from holding money, because the purchasing power
of the cash in your wallet and the funds in your bank account steadily erodes as the
overall level of prices rises. This leads people to search for ways to reduce the amount of
money they hold, often at considerable economic cost. 

During the most famous of all inflations, the German
hyperinflation of 1921–1923, merchants employed runners
to take their cash to the bank many times a day to convert
it into something that would hold its value, such as a sta-
ble foreign currency. In an effort to avoid having the pur-

chasing power of their money eroded, people used up valuable
resources—the time and labor of the runners—that could have

been used productively elsewhere. During the German hy-
perinflation, so many banking transactions were taking
place that the number of employees at German banks
nearly quadrupled—from around 100,000 in 1913 to
375,000 in 1923. More recently, Brazil experienced hyper-
inflation during the early 1990s; during that episode, the

Brazilian banking sector grew so large that it accounted for 15% of GDP, more than
twice the size of the financial sector in the United States measured as a share of GDP.
The large increase in the Brazilian banking sector that was needed to cope with the
consequences of inflation represented a loss of real resources to its society.
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Increased costs of transactions caused by inflation are known as shoe -leather costs,
an allusion to the wear and tear caused by the extra running around that takes place
when people are trying to avoid holding money. Shoe -leather costs are substantial in
economies with very high inflation rates, as anyone who has lived in such an economy—
say, one suffering inflation of 100% or more per year—can attest. Most estimates sug-
gest, however, that the shoe -leather costs of inflation at the rates seen in the United
States—which in peacetime has never had inflation above 15%—are quite small. 

Menu Costs In a modern economy, most of the things we buy have a listed price.
There’s a price listed under each item on a supermarket shelf, a price printed on the
front page of your newspaper, a price listed for each dish on a restaurant’s menu.
Changing a listed price has a real cost, called a menu cost. For example, to change a
price in a supermarket may require a clerk to change the price listed under the item on
the shelf and an office worker to change the price associated with the item’s UPC code
in the store’s computer. In the face of inflation, of course, firms are forced to change
prices more often than they would if the price level was more or less stable. This means
higher costs for the economy as a whole.

In times of very high inflation rates, menu costs can be substantial. During the
Brazilian inflation of the early 1990s, for instance, supermarket workers reportedly
spent half of their time replacing old price stickers with new ones. When the inflation
rate is high, merchants may decide to stop listing prices in terms of the local currency
and use either an artificial unit—in effect, measuring prices relative to one another—or
a more stable currency, such as the U.S. dollar. This is exactly what the Israeli real estate
market began doing in the mid-1980s: prices were quoted in U.S. dollars, even though
payment was made in Israeli shekels. And this is also what happened in Zimbabwe
when, in May 2008, official estimates of the inflation rate reached 1,694,000%.

Menu costs are also present in low - inflation economies, but they are not severe. In
low-inflation economies, businesses might update their prices only sporadically—not
daily or even more frequently, as is the case in high -inflation or hyperinflation
economies. Also, with technological advances, menu costs are becoming less and less
important, since prices can be changed electronically and fewer merchants attach price
stickers to merchandise.

Unit - of - Account Costs In the Middle Ages, contracts were often specified “in kind”: a
tenant might, for example, be obliged to provide his landlord with a certain number of
cattle each year (the phrase in kind actually comes from an ancient word for cattle). This
may have made sense at the time, but it would be an awkward way to conduct modern
business. Instead, we state contracts in monetary terms: a renter owes a certain number
of dollars per month, a company that issues a bond promises to pay the bondholder
the dollar value of the bond when it comes due, and so on. We also tend to make our
economic calculations in dollars: a family planning its budget, or a small business
owner trying to figure out how well the business is doing, makes estimates of the
amount of money coming in and going out.

This role of the dollar as a basis for contracts and calculation is called the unit-of-
account role of money. It’s an important aspect of the modern economy. Yet it’s a role that
can be degraded by inflation, which causes the purchasing power of a dollar to change
over time—a dollar next year is worth less than a dollar this year. The effect, many econo-
mists argue, is to reduce the quality of economic decisions: the economy as a whole
makes less efficient use of its resources because of the uncertainty caused by changes in
the unit of account, the dollar. The unit -of- account costs of inflation are the costs aris-
ing from the way inflation makes money a less reliable unit of measurement.

Unit- of -account costs may be particularly important in the tax system, because in-
flation can distort the measures of income on which taxes are collected. Here’s an ex-
ample: Assume that the inflation rate is 10%, so that the overall level of prices rises 10%
each year. Suppose that a business buys an asset, such as a piece of land, for $100,000
and then resells it a year later at a price of $110,000. In a fundamental sense, the busi-
ness didn’t make a profit on the deal: in real terms, it got no more for the land than it
paid for it, because the $110,000 would purchase no more goods than the $100,000
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Shoe - leather costs are the increased 

costs of transactions caused by inflation.

Menu costs are the real costs of changing

listed prices.

Unit- of - account costs arise from the 

way inflation makes money a less reliable 

unit of measurement.



would have a year earlier. But U.S. tax law would say that the business made a capital
gain of $10,000, and it would have to pay taxes on that phantom gain.

During the 1970s, when the United States had a relatively high inflation rate, the
distorting effects of inflation on the tax system were a serious problem. Some busi-
nesses were discouraged from productive investment spending because they found
themselves paying taxes on phantom gains. Meanwhile, some unproductive invest-
ments became attractive because they led to phantom losses that reduced tax bills.
When the inflation rate fell in the 1980s—and tax rates were reduced—these problems
became much less important.

Winners and Losers from Inflation
As we’ve just learned, a high inflation rate imposes overall costs on the economy. In
addition, inflation can produce winners and losers within the economy. The main rea-
son inflation sometimes helps some people while hurting others is that economic
transactions, such as loans, often involve contracts that extend over a period of time
and these contracts are normally specified in nominal—that is, in dollar—terms. In the
case of a loan, the borrower receives a certain amount of funds at the beginning, and
the loan contract specifies how much he or she must repay at some future date. But
what that dollar repayment is worth in real terms—that is, in terms of purchasing
power—depends greatly on the rate of inflation over the intervening years of the loan.

The interest rate on a loan is the percentage of the loan amount that the borrower must
pay to the lender, typically on an annual basis, in addition to the repayment of the loan
amount itself. Economists summarize the effect of inflation on borrowers and lenders by
distinguishing between nominal interest rates and real interest rates. The nominal inter-
est rate is the interest rate that is actually paid for a loan, unadjusted for the effects of in-
flation. For example, the interest rates advertised on student loans and every interest rate
you see listed by a bank is a nominal rate. The real interest rate is the nominal interest
rate adjusted for inflation. This adjustment is achieved by simply subtracting the infla-
tion rate from the nominal interest rate. For example, if a loan carries a nominal interest
rate of 8%, but the inflation rate is 5%, the real interest rate is 8% − 5% = 3%.

When a borrower and a lender enter into a loan contract, the contract normally
specifies a nominal interest rate. But each party has an expectation about the future
rate of inflation and therefore an expectation about the real interest rate on the loan. If
the actual inflation rate is higher than expected, borrowers gain at the expense of
lenders: borrowers will repay their loans with funds that have a lower real value than
had been expected—they can purchase fewer goods and service than expected due to the
surprisingly high inflation rate. Conversely, if the inflation rate is lower than expected,
lenders will gain at the expense of borrowers: borrowers must repay their loans with
funds that have a higher real value than had been expected.

Historically, the fact that inflation creates winners and losers has sometimes been a
major source of political controversy. In 1896 William Jennings Bryan electrified the Dem-
ocratic presidential convention with a speech in which he declared, “You shall not crucify
mankind on a cross of gold.” What he was actually demanding was an inflationary policy.
At the time, the U.S. dollar had a fixed value in terms of gold. Bryan wanted the U.S. gov-
ernment to abandon the gold standard and print more money, which would have raised
the level of prices and, he believed, helped the nation’s farmers who were deeply in debt.

In modern America, home mortgages (loans for the purchase of homes) are the
most important source of gains and losses from inflation. Americans who took out
mortgages in the early 1970s quickly found their real payments reduced by higher -
than -expected inflation: by 1983, the purchasing power of a dollar was only 45% of
what it had been in 1973. Those who took out mortgages in the early 1990s were not so
lucky, because the inflation rate fell to lower -than-expected levels in the following
years: in 2003 the purchasing power of a dollar was 78% of what it had been in 1993.

Because gains for some and losses for others result from inflation that is either
higher or lower than expected, yet another problem arises: uncertainty about the future
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The nominal interest rate is the interest

rate actually paid for a loan.

The real interest rate is the nominal

interest rate minus the rate of inflation.



inflation rate discourages people from entering into any form of long -term contract.
This is an additional cost of high inflation, because high rates of inflation are usually
unpredictable, too. In countries with high and uncertain inflation, long - term loans are
rare. This, in turn, makes it difficult for people to commit to long -term investments.

One last point: unexpected deflation—a surprise fall in the price level—creates win-
ners and losers, too. Between 1929 and 1933, as the U.S. economy plunged into the
Great Depression, the price level fell by 35%. This meant that debtors, including many
farmers and homeowners, saw a sharp rise in the real value of their debts, which led to
widespread bankruptcy and helped create a banking crisis, as lenders found their cus-
tomers unable to pay back their loans.

Inflation Is Easy; Disinflation Is Hard
There is not much evidence that a rise in the inflation rate from, say, 2% to 5% would do a
great deal of harm to the economy. Still, policy makers generally move forcefully to bring
inflation back down when it creeps above 2% or 3%. Why? Because experience shows that
bringing the inflation rate down—a process called disinflation—is very difficult and
costly once a higher rate of inflation has become well established in the economy.

Figure 14.2 shows the inflation rate and the unemployment rate in the United
States over a crucial decade, from 1978 to 1988. The decade began with an alarming
rise in the inflation rate, but by the end of the period inflation averaged only about
4%. This was considered a major economic achievement—but it came at a high cost.
Much of the fall in inflation probably resulted from the very severe recession of
1981–1982, which drove the unemployment rate to 10.8%—its highest level since the
Great Depression. 

Many economists believe that this period of high unemployment was necessary, be-
cause they believe that the only way to reduce inflation that has become deeply embed-
ded in the economy is through policies that temporarily depress the economy. The best
way to avoid having to put the economy through a wringer to reduce inflation, how-
ever, is to avoid having a serious inflation problem in the first place. So, policy makers
respond forcefully to signs that inflation may be accelerating as a form of preventive
medicine for the economy.
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The Cost of Disinflation
The U.S. inflation rate peaked in 
1980 and then fell sharply. Progress
against inflation was, however, ac-
companied by a temporary but very
large increase in the unemployment
rate, demonstrating the high cost 
of disinflation.
Source: Bureau of Labor Statistics.
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Check Your Understanding 
1. The widespread use of technology has revolutionized the

banking industry, making it much easier for customers to
access and manage their assets. Does this mean that the
shoe -leather costs of inflation are higher or lower than they
used to be? Explain.

2. Most people in the United States have grown accustomed to a
modest inflation rate of around 2-3%. Who would gain and who
would lose if inflation came to a complete stop for several
years? Explain.

Solutions appear at the back of the book.

Tackle the Test: Multiple-Choice Questions
1. Which of the following is true regarding prices in an economy?

I. An increase in the price level is called inflation.
II. The level of prices doesn’t matter.

III. The rate of change in prices matters.
a. I only
b. II only
c. III only
d. II and III only
e. I, II, and III

2. If your nominal wage doubles at the same time as prices double,
your real wage will
a. increase.
b. decrease
c. not change.
d. double.
e. be impossible to determine.

3. If inflation causes people to frequently convert their dollars
into other assets, the economy experiences what type of cost?
a. price level
b. shoe-leather

c. menu
d. unit-of-account
e. monetary

4. Because dollars are used as the basis for contracts, inflation
leads to which type of cost?
a. price level
b. shoe-leather
c. menu
d. unit-of-account
e. monetary

5. Changing the listed price when inflation leads to a price
increase is an example of which type of cost?
a. price level
b. shoe-leather
c. menu
d. unit-of-account
e. monetary

Tackle the Test: Free-Response Questions
1. In the following examples, is inflation creating winners and

losers at no net cost to the economy or is it imposing a net cost
on the economy? Explain. If inflation is imposing a net cost on
the economy, which type of cost is involved?
a. When inflation is expected to be high, workers get paid more

frequently and make more trips to the bank.
b. Lanwei is reimbursed by her company for her work -related

travel expenses. Sometimes, however, the company takes a
long time to reimburse her. So when inflation is high, she is
less willing to travel for her job.

c. Hector Homeowner has a mortgage loan that he took out
five years ago with a fixed 6% nominal interest rate. Over the
years, the inflation rate has crept up unexpectedly to its
present level of 7%.

d. In response to unexpectedly high inflation, the manager of
Cozy Cottages of Cape Cod must reprint and resend
expensive color brochures correcting the price of rentals this
season.
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Answer (11 points)

1 point: There is a net cost to the economy.

1 point: This is an increase in the cost of financial transactions cost imposed by
inflation.

1 point: This type of cost is called a shoe-leather cost.

1 point: There is a net cost to the economy.

1 point: Lanwei’s forgone output is a cost to the economy.

1 point: This type of cost is called a unit-of-account cost.

1 point: There is no net cost to the economy.

1 point: Hector gains and the bank loses because the money Hector pays back
is worth less than expected.

1 point: There is a net cost to the economy.

1 point: Cozy Cottages must reprint and resend the expensive brochure when
inflation causes rental prices to rise.

1 point: This type of cost is called a menu cost.

2. You borrow $1,000 for one year at 5% interest to buy a couch.
Although you did not anticipate any inflation, there is
unexpected inflation of 5% over the life of your loan.
a. What was the real interest rate on your loan?
b. Explain how you gained from the inflation.
c. Who lost as a result of the situation described? Explain.



What you will learn 
in this Module:
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• How the inflation rate is

measured

• What a price index is and

how it is calculated

• The importance of the

consumer price index and

other price indexes

Module 15
The Measurement and
Calculation of Inflation

Price Indexes and the Aggregate Price Level
In the summer of 2008, Americans were facing sticker shock at the gas pump: the price
of a gallon of regular gasoline had risen from about $3 in late 2007 to more than $4 in
most places. Many other prices were also up. Some prices, though, were heading down:
the prices of some foods, like eggs, were coming down from a run-up earlier in the year,
and virtually anything involving electronics was also getting cheaper. Yet practically
everyone felt that the overall cost of living seemed to be rising. But how fast?

Clearly there was a need for a single number summarizing what was happening to
consumer prices. Just as macroeconomists find it useful to have a single number to rep-
resent the overall level of output, they also find it useful to have a single number to rep-
resent the overall level of prices: the aggregate price level. Yet a huge variety of goods
and services are produced and consumed in the economy. How can we summarize the
prices of all these goods and services with a single number? The answer lies in the con-
cept of a price index—a concept best introduced with an example.

Market Baskets and Price Indexes
Suppose that a frost in Florida destroys most of the citrus harvest. As a result, the price
of oranges rises from $0.20 each to $0.40 each, the price of grapefruit rises from $0.60
to $1.00, and the price of lemons rises from $0.25 to $0.45. How much has the price of
citrus fruit increased?

One way to answer that question is to state three numbers—the changes in prices for
oranges, grapefruit, and lemons. But this is a very cumbersome method. Rather than
having to recite three numbers in an effort to track changes in the prices of citrus fruit,
we would prefer to have some kind of overall measure of the average price change.

To measure average price changes for consumer goods and services, economists
track changes in the cost of a typical consumer’s consumption bundle—the typical basket
of goods and services purchased before the price changes. A hypothetical consump-
tion bundle, used to measure changes in the overall price level, is known as a market
basket. For our market basket in this example we will suppose that, before the frost, a

The aggregate price level is a measure of

the overall level of prices in the economy.

A market basket is a hypothetical set of

consumer purchases of goods and services.



Economists use the same method to measure changes in the overall price level: they
track changes in the cost of buying a given market basket. Working with a market basket
and a base year, we obtain what is known as a price index, a measure of the overall price
level. It is always cited along with the year for which the aggregate price level is being
measured and the base year. A price index can be calculated using the following formula:

(15-1) Price index in a given year = × 100

In our example, the citrus fruit market basket cost $95 in the base year, the year before the
frost. So by applying Equation 15-1, we define the price index for citrus fruit as (cost of
market basket in the current year/$95) × 100, yielding an index of 100 for the period be-
fore the frost and 184.2 after the frost. You should note that applying Equation 15-1 to
calculate the price index for the base year always results in a price index of (cost of market
basket in base year/cost of market basket in base year) × 100 = 100. Choosing a price index
formula that always normalizes the index value to 100 in the base year avoids the need to
keep track of the cost of the market basket, for example, $95, in such-and-such a year.

The price index makes it clear that the average price of citrus has risen 84.2% as a conse-
quence of the frost. Because of its simplicity and intuitive appeal, the method we’ve just
described is used to calculate a variety of price indexes to track average price changes
among a variety of different groups of goods and services. Examples include the consumer
price index and the producer price index, which we’ll discuss shortly. Price indexes are also the
basis for measuring inflation. The price level mentioned in the inflation rate formula in
Module 14 is simply a price index value, and the inflation rate is determined as the annual
percentage change in an official price index. The inflation rate from year 1 to year 2 is thus
calculated using the following formula, with year 1 and year 2 being consecutive years.

(15-2) Inflation rate = × 100

Typically, a news report that cites “the inflation rate” is referring to the annual percent
change in the consumer price index.

Price index in year 2 − Price index in year 1
Price index in year 1

Cost of market basket in a given year
Cost of market basket in base year
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Calculating the Cost of a Market Basket

Pre - frost Post - frost

Price of orange $0.20 $0.40

Price of grapefruit 0.60 1.00

Price of lemon 0.25 0.45

Cost of market basket (200 × $0.20) + (200 × $0.40) +
(200 oranges, 50 grapefruit, (50 × $0.60) + (50 × $1.00) +
100 lemons) (100 × $0.25) = $95.00 (100 × $0.45) = $175.00

t a b l e 15.1

A price index measures the cost of

purchasing a given market basket in a given

year. The index value is normalized so that it

is equal to 100 in the selected base year.

typical consumer bought 200 oranges, 50 grapefruit, and
100 lemons over the course of a year. 

Table 15.1 shows the pre -frost and post -frost costs of
this market basket. Before the frost, it cost $95; after the
frost, the same basket of goods cost $175. Since $175/$95 =
1.842, the post -frost basket costs 1.842 times the cost of the
pre- frost basket, a cost increase of 84.2%. In this example, the av-
erage price of citrus fruit has increased 84.2% since the base year as a result of the frost,
where the base year is the initial year used in the measurement of the price change. 
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The Consumer Price Index
The most widely used measure of the overall price level in the United States is the
consumer price index (often referred to simply as the CPI), which is intended to
show how the cost of all purchases by a typical urban family has changed over time.
It is calculated by surveying market prices for a market basket that is constructed to
represent the consumption of a typical family of four living in a typical American
city. Rather than having a single base year, the CPI currently has a base period of
1982–1984.

The market basket used to calculate the CPI is far more com-
plex than the three-fruit market basket we described above. In
fact, to calculate the CPI, the Bureau of Labor Statistics sends its
employees out to survey supermarkets, gas stations, hardware
stores, and so on—some 23,000 retail outlets in 87 cities. Every
month it tabulates about 80,000 prices, on everything from ro-
maine lettuce to video rentals. Figure 15.1 shows the weight of
major categories in the consumer price index as of December
2008. For example, motor fuel, mainly gasoline, accounted for
3% of the CPI in December 2008.

Figure 15.2 shows how the CPI has changed since measurement
began in 1913. Since 1940, the CPI has risen steadily, although its
annual percent increases in recent years have been much smaller
than those of the 1970s and early 1980s. A logarithmic scale is used
so that equal percent changes in the CPI appear the same. 

Some economists believe that the consumer price index system-
atically overstates the actual rate of inflation. Why? Consider two
families: one in 1985, with an after-tax income of $20,000, and an-
other in 2010, with an after-tax income of $40,000. According to

the CPI, prices in 2010 were about twice as high as in 1985, so those two families
should have about the same standard of living. However, the 2010 family might have a
higher standard of living for two reasons.

First, the CPI measures the cost of buying a given market basket. Yet, consumers
typically alter the mix of goods and services they buy, reducing purchases of products
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The Makeup of the
Consumer Price Index 
in 2008
This chart shows the percentage shares
of major types of spending in the CPI as
of December 2008. Housing, food,
transportation, and motor fuel made up
about 76% of the CPI market basket.
Source: Bureau of Labor Statistics.
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The consumer price index, or CPI,

measures the cost of the market basket of a

typical urban American family.



that have become relatively more expensive and increasing purchases of products that
have become relatively cheaper. For example, suppose that the price of hamburgers
suddenly doubled. Americans currently eat a lot of hamburgers, but in the face of
such a price rise many of them would switch to cheaper foods. A price index based on
a market basket with a lot of hamburgers in it would overstate the true rise in the cost
of living.

The second reason arises from innovation. In 1985 many of the goods we now take
for granted, especially those using information technology, didn’t exist: there was no
Internet and there were no iPhones. By widening the range of consumer choice, innova-
tion makes a given amount of money worth more. That is, innovation is like a fall in
consumer prices. For both of these reasons, many economists believe that the CPI
somewhat overstates inflation when we think of inflation as measuring the actual
change in the cost of living of a typical urban American family. But there is no consen-
sus on how large the overstatement is, and for the time being, the official CPI remains
the basis for most estimates of inflation.

The United States is not the only country that calculates a consumer price index. In
fact, nearly every country calculates one. As you might expect, the market baskets that
make up these indexes differ quite a lot from country to country. In poor countries,
where people must spend a high proportion of their income just to feed themselves,
food makes up a large share of the price index. Among high -income countries, differ-
ences in consumption patterns lead to differences in the price indexes: the Japanese
price index puts a larger weight on raw fish and a smaller weight on beef than ours
does, and the French price index puts a larger weight on wine.

Other Price Measures
There are two other price measures that are also widely used to track economy - wide
price changes. One is the producer price index (or PPI, which used to be known as the
wholesale price index). As its name suggests, the producer price index measures the cost
of a typical basket of goods and services—containing raw commodities such as steel,
electricity, coal, and so on—purchased by producers. Because commodity producers are
relatively quick to raise prices when they perceive a change in overall demand for their
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f i g u r e  15.2

The CPI, 1913–2009
Since 1940, the CPI has risen steadily.
But the annual percentage increases
in recent years have been much
smaller than those of the 1970s and
early 1980s. (The vertical axis is
measured on a logarithmic scale so
that equal percent changes in the CPI
appear the same.)
Source: Bureau of Labor Statistics.
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The producer price index, or PPI,

measures changes in the prices of goods and

services purchased by producers.



f i g u r e  15.3

The CPI, the PPI, and the
GDP Deflator
As the figure shows, these three dif-
ferent measures of inflation usually
move closely together. Each reveals a
drastic acceleration of inflation during
the 1970s and a return to relative
price stability in the 1990s.
Source: Bureau of Labor Statistics; Bureau of
Economic Analysis.
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The GDP deflator for a given year is 100

times the ratio of nominal GDP to real GDP in

that year.

goods, the PPI often responds to inflationary or deflationary pressures more quickly
than the CPI. As a result, the PPI is often regarded as an “early warning signal” of
changes in the inflation rate.

The other widely used price measure is the GDP deflator; it isn’t exactly a price index,
although it serves the same purpose. Recall how we distinguished between nominal
GDP (GDP in current prices) and real GDP (GDP calculated using the prices of a base
year). The GDP deflator for a given year is equal to 100 times the ratio of nominal
GDP for that year to real GDP for that year expressed in prices of a selected base year.
Since real GDP is currently expressed in 2005 dollars, the GDP deflator for 2005 is
equal to 100. If nominal GDP doubles but real GDP does not change, the GDP deflator
indicates that the aggregate price level doubled.

Perhaps the most important point about the different inflation rates generated by
these three measures of prices is that they usually move closely together (although the
producer price index tends to fluctuate more than either of the other two measures).
Figure 15.3 shows the annual percent changes in the three indexes since 1930. By all
three measures, the U.S. economy experienced deflation during the early years of the
Great Depression, inflation during World War II, accelerating inflation during the
1970s, and a return to relative price stability in the 1990s. Notice, by the way, the large
surge and subsequent drop in producer prices at the very end of the graph; this reflects
a sharp rise in energy and food prices, during the second half of the 2000s, and the sub-
sequent large drop in those prices as energy prices fell during the recession that began
in 2007. And you can see these large changes in energy and food prices reflected most
in the producer price index since they play a much bigger role in the PPI than they do in
either the CPI or the GDP deflator. 
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Indexing to the CPI
Although GDP is a very important number for

shaping economic policy, official statistics on

GDP don’t have a direct effect on people’s lives.

The CPI, by contrast, has a direct and immedi-

ate impact on millions of Americans. The reason

is that many payments are tied, or “indexed,” to

the CPI—the amount paid rises or falls when

the CPI rises or falls.

The practice of indexing payments to con-

sumer prices goes back to the dawn of the

United States as a nation. In 1780 the Massachu-

setts State Legislature recognized that the pay of

its soldiers fighting the British needed to be in-

creased because of inflation that occurred during

the Revolutionary War. The legislature adopted a

formula that made a soldier’s pay proportional to

the cost of a market basket consisting of 5

bushels of corn, 684⁄7 pounds of beef, 10 pounds

of sheep’s wool, and 16 pounds of sole leather.

Today, 48 million people, most of them old 

or disabled, receive checks from Social Secu-

rity, a national retirement program that ac-

counts for almost a quarter of current total

federal spending—more than the defense

budget. The amount of an individual’s check is

determined by a formula that reflects his or her

previous payments into the system as well as

other factors. In addition, all Social Security

payments are adjusted each year to offset any

increase in consumer prices over the previous

year. The CPI is used to calculate the official

estimate of the inflation rate used to adjust

these payments yearly. So every percentage

point added to the official estimate of the rate

of inflation adds 1% to the checks received by

tens of millions of individuals.

Other government payments are also indexed

to the CPI. In addition, income tax brackets, the

bands of income levels that determine a tax-

payer’s income tax rate, are indexed to the CPI.

(An individual in a higher income bracket pays a

higher income tax rate in a progressive tax sys-

tem like ours.) Indexing also extends to the pri-

vate sector, where many private contracts,

including some wage settlements, contain cost -

 of - living allowances (called COLAs) that adjust

payments in proportion to changes in the CPI.

Because the CPI plays such an important and

direct role in people’s lives, it’s a politically sensi-

tive number. The Bureau of Labor Statistics, which

calculates the CPI, takes great care in collecting

and interpreting price and consumption data. It

uses a complex method in which households are

surveyed to determine what they buy and where

they shop, and a carefully selected sample of

stores are surveyed to get representative prices.

As explained in the preceding FYI, however, there

is still considerable controversy about whether

the CPI accurately measures inflation.

fy i

A small change in the CPI has large conse-
quences for those dependent on Social 
Security payments.

D
on

al
d 

A
. H

ig
gs

 P
ho

to
gr

ap
hy

M o d u l e 15 AP R e v i e w

Check Your Understanding 
1. Consider Table 15.1 but suppose that the market basket is

composed of 100 oranges, 50 grapefruit, and 200 lemons. How
does this change the pre-frost and post -frost consumer price
indexes? Explain. Generalize your answer to explain how the
construction of the market basket affects the CPI.

2. For each of the following events, explain how the use of a
10-year-old market basket would bias measurements of price
changes over the past decade.

a. A typical family owns more cars than it would have a decade
ago. Over that time, the average price of a car has increased
more than the average prices of other goods.

b. Virtually no households had broadband Internet access a
decade ago. Now many households have it, and the price has
been falling.

3. The consumer price index in the United States (base period
1982–1984) was 201.6 in 2006 and 207.3 in 2007. Calculate the
inflation rate from 2006 to 2007.

Solutions appear at the back of the book.
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Tackle the Test: Multiple-Choice Questions
1. If the cost of a market basket of goods increases from $100 in

year 1 to $108 in year 2, the consumer price index in year 2
equals if year 1 is the base year.
a. 8
b. 10
c. 100
d. 108
e. 110

2. If the consumer price index increases from 80 to 120 from one
year to the next, the inflation rate over that time period was
a. 20%
b. 40%
c. 50%
d. 80%
e. 120%

3. Which of the following is true of the CPI?
I. It is the most common measure of the price level.

II. It measures the price of a typical market basket of goods.
III. It currently uses a base period of 1982–1984.

a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

4. The value of a price index in the base year is
a. 0.
b. 100.
c. 200.
d. the inflation rate.
e. the average cost of a market basket of goods.

5. If your wage doubles at the same time as the consumer price
index goes from 100 to 300, your real wage
a. doubles.
b. falls.
c. increases.
d. stays the same.
e. cannot be determined.

Tackle the Test: Free-Response Questions
1. Suppose the year 2000 is the base year for a price index. Between

2000 and 2020 prices double and at the same time your
nominal income increases from $40,000 to $80,000.
a. What is the value of the price index in 2000?
b. What is the value of the price index in 2020?
c. What is the percentage increase in your nominal income

between 2000 and 2020?
d. What has happened to your real income between 2000 and

2020? Explain.

Answer (5 points)

1 point: 100

1 point: 200

1 point: 100%

1 point: It stayed the same.

1 point: Real income is a measure of the purchasing power of my income, and
because my income and the price level both doubled, the purchasing power of
my income has not been affected: $40,000/100 = $80,000/200.

2. The accompanying table contains the values of two price
indexes for the years 2004, 2005, and 2006: the GDP deflator
and the CPI. For each price index, calculate the inflation rate
from 2004 to 2005 and from 2005 to 2006. 

GDP
Year deflator CPI

2004 96.8 188.9

2005 100.0 195.3

2006 103.3 201.6

Summary

1. Economists keep track of the flows of money between
sectors with the national income and product ac-
counts, or national accounts. Households earn in-

come via the factor markets from wages, interest on
bonds, profit accruing to owners of stocks, and rent on
land. In addition, they receive government transfers.

S e c t i o n 3 Review
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Disposable income, total household income minus
taxes plus government transfers, is allocated to con-
sumer spending (C) in the product markets and pri-
vate savings. Via the financial markets, private savings
and foreign lending are channeled to investment spend-
ing (I), government borrowing, and foreign borrowing.
Government purchases of goods and services (G) are
paid for by tax revenues and government borrowing.
Exports (X) generate an inflow of funds into the country
from the rest of the world, but imports (IM) lead to an
outflow of funds to the rest of the world. Foreigners can
also buy stocks and bonds in the U.S. financial markets.

2. Gross domestic product, or GDP, measures the value
of all final goods and services produced in the econ-
omy. It does not include the value of intermediate
goods and services, but it does include inventories
and net exports (X − IM). It can be calculated in three
ways: add up the value added by all producers; add up
all spending on domestically produced final goods and
services, leading to the equation GDP = C + I + G + X −
IM, also known as aggregate spending; or add up all
the income paid by domestic firms to factors of pro-
duction. These three methods are equivalent because in
the economy as a whole, total income paid by domestic
firms to factors of production must equal total spend-
ing on domestically produced final goods and services.

3. Real GDP is the value of the final goods and services
produced calculated using the prices of a selected base
year. Except in the base year, real GDP is not the same as
nominal GDP, the value of aggregate output calculated
using current prices. Analysis of the growth rate of aggre-
gate output must use real GDP because doing so elimi-
nates any change in the value of aggregate output due
solely to price changes. Real GDP per capita is a measure
of average aggregate output per person but is not in itself
an appropriate policy goal. U.S. statistics on real GDP are
always expressed in “chained dollars,” which means they 
are calculated with the chain-linking method of averag-
ing the GDP growth rate found using an early base year
and the GDP growth rate found using a late base year.

4. Employed people currently hold a part-time or full-
time job; unemployed people do not hold a job but are
actively looking for work. Their sum is equal to the
labor force, and the labor force participation rate is
the percentage of the population age 16 or older that is
in the labor force.

5. The unemployment rate, the percentage of the labor
force that is unemployed and actively looking for work,
can overstate or understate the true level of unemploy-
ment. It can overstate because it counts as unemployed
those who are continuing to search for a job despite hav-
ing been offered one (that is, workers who are friction-
ally unemployed). It can understate because it ignores
frustrated workers, such as discouraged workers, mar-
ginally attached workers, and the underemployed. In
addition, the unemployment rate varies greatly among

different groups in the population; it is typically higher
for younger workers and for workers near retirement age
than for workers in their prime working years.

6. The unemployment rate is affected by the business cycle.
The unemployment rate generally falls when the growth
rate of real GDP is above average and generally rises
when the growth rate of real GDP is below average.

7. Job creation and destruction, as well as voluntary job
separations, lead to job search and frictional unem-
ployment. In addition, a variety of factors such as mini-
mum wages, unions, efficiency wages, and government
policies designed to help laid -off workers result in a sit-
uation in which there is a surplus of labor at the market
wage rate, creating structural unemployment. As a re-
sult, the natural rate of unemployment, the sum of
frictional and structural unemployment, is well above
zero, even when jobs are plentiful.

8. The actual unemployment rate is equal to the natural
rate of unemployment, the share of unemployment that
is independent of the business cycle, plus cyclical un-
employment, the share of unemployment that depends
on fluctuations in the business cycle.

9. The natural rate of unemployment changes over time,
largely in response to changes in labor force characteris-
tics, labor market institutions, and government policies.

10. Inflation does not, as many assume, make everyone
poorer by raising the level of prices. That’s because if
wages and incomes are adjusted to take into account a
rising price level, real wages and real income remain
unchanged. However, a high inflation rate imposes
overall costs on the economy: shoe- leather costs,
menu costs, and unit -of-account costs. 

11. Inflation can produce winners and losers within the econ-
omy, because long -term contracts are generally written in
dollar terms. Loans typically specify a nominal interest
rate, which differs from the real interest rate due to in-
flation. A higher-than-expected inflation rate is good for
borrowers and bad for lenders. A lower-than-expected in-
flation rate is good for lenders and bad for borrowers.

12. It is very costly to create disinflation, so policy makers
try to prevent inflation from becoming excessive in the
first place.

13. To measure the aggregate price level, economists cal-
culate the cost of purchasing a market basket. A price
index is the ratio of the current cost of that market bas-
ket to the cost in a selected base year, multiplied by 100.

14. The inflation rate is the yearly percent change in a
price index, typically based on the consumer price
index, or CPI, the most common measure of the aggre-
gate price level. A similar index for goods and services
purchased by firms is the producer price index, or
PPI. Finally, economists also use the GDP deflator,
which measures the price level by calculating the ratio
of nominal to real GDP times 100.

Section 3  Summary
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Final goods and services, p. 106

Intermediate goods and services, p. 106

Gross domestic product (GDP), p. 106

Aggregate spending, p. 106

Value added, p. 107

Net exports, p. 108

Aggregate output, p. 113

Real GDP, p. 114

Nominal GDP, p. 114

Chain-linking, p. 115

GDP per capita, p. 115

Employed, p. 119

Unemployed, p. 119

Labor force, p. 119

Labor force participation rate, p. 119

Unemployment rate, p. 119

Discouraged workers, p. 120

Marginally attached workers, p. 120

Underemployed, p. 120

Job search, p. 127

Frictional unemployment, p. 127

Structural unemployment, p. 128

Efficiency wages, p. 130

Natural rate of unemployment, p. 130

Cyclical unemployment, p. 130

Real wage, p. 135

Real income, p. 135

Inflation rate, p. 135

Shoe -leather costs, p. 137

Menu costs, p. 137

Unit -of -account costs, p. 137

Nominal interest rate, p. 138

Real interest rate, p. 138

Disinflation, p. 139

Aggregate price level, p. 142

Market basket, p. 142

Price index, p. 143

Consumer price index (CPI), p. 144

Producer price index (PPI), p. 145

GDP deflator, p. 146

Key Terms

National income and product accounts, p. 102

National accounts, p. 102

Household, p. 103

Firm, p. 103

Product markets, p. 103

Factor markets, p. 103

Consumer spending, p. 103

Stock, p. 104

Bond, p. 104

Government transfers, p. 105

Disposable income, p. 105

Private savings, p. 105

Financial markets, p. 105

Government borrowing, p. 105

Government purchases of goods and services,
p. 105

Exports, p. 105

Imports, p. 105

Inventories, p. 105

Investment spending, p. 106

1. At right is a simplified circular-flow diagram for the
economy of Micronia. 

a. What is the value of GDP in Micronia?

b. What is the value of net exports?

c. What is the value of disposable income?

d. Does the total flow of money out of house-
holds—the sum of taxes paid and consumer
spending—equal the total flow of money into
households?

e. How does the government of Micronia finance
its purchases of goods and services?

Problems

Government purchases of
goods and services = $100 

Consumer 
spending = $650 

Imports = $20 

Exports = $20 

Wages, profit, 
interest, 

rent = $750 

Gross 
domestic 
product 

Wages, 
profit, 

interest, 
rent = $750 

Government 

Households 

Taxes = $100 

Markets for goods 
and services 

Factor
markets 

Firms 

Rest of world 
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Government purchases of 
goods and services = $150 Government borrowing = $60 

Consumer 
spending = $510 

Imports = $20 

Exports = $50 

Wages, profit, 
interest, 

rent = $800 

Gross 
domestic 
product 

Investment 
spending = $110 

Wages, profit, 
interest, 

rent = $800 

Borrowing and 
stock issues by 
firms = $110 

Foreign borrowing 
and sales of stock = $130 

Foreign lending and 
purchases of stock = $100 

Government 

Households 

Taxes = $100 Government transfers = $10 
Private savings = $200 

Markets for goods 
and services 

Financial 
markets 

Factor 
markets 

Firms 

Rest of world 

3. The components of GDP in the accompanying table were pro-
duced by the Bureau of Economic Analysis.

a. Calculate consumer spending.

b. Calculate private investment spending.

c. Calculate net exports.

d. Calculate government purchases of goods and services and
investment spending.

e. Calculate gross domestic product.

f. Calculate consumer spending on services as a percentage of
total consumer spending.

g. Calculate exports as a percentage of imports.

h. Calculate government purchases on national defense as 
a percentage of federal government purchases of goods 
and services.

4. The small economy of Pizzania produces three goods (bread,
cheese, and pizza), each produced by a separate company. The
bread and cheese companies produce all the inputs they need
to make bread and cheese, respectively. The pizza company
uses the bread and cheese from the other companies to make
its pizzas. All three companies employ labor to help produce
their goods, and the difference between the value of goods sold
and the sum of labor and input costs is the firm’s profit. The
accompanying table summarizes the activities of the three
companies when all the bread and cheese produced are sold to
the pizza company as inputs in the production of pizzas.

Components of GDP in 2009
Category (billions of dollars)

Consumer spending

Durable goods $1,034.4

Nondurable goods 2,223.3

Services 6,835.0

Private investment spending

Fixed investment spending 1,747.9

Nonresidential 1,386.6

Structures 480.7

Equipment and software 906

Residential 361.3

Change in private inventories –125.0

Net exports

Exports 1,560.0

Imports 1,950.1

Government purchases of goods and 
services and investment spending

Federal 1,444.9

National defense 779.1

Nondefense 365.8

State and local 1,788.4

Bread Cheese Pizza
company company company

Cost of inputs $0 $0 $50 (Bread)
35 (Cheese)

Wages 15 20 75

Value of output 50 35 200

2. A more complex circular-flow di-
agram for the economy of
Macronia is shown at right. 

a. What is the value of GDP in
Macronia?

b. What is the value of net 
exports?

c. What is the value of dispos-
able income?

d. Does the total flow of money
out of households—the sum
of taxes paid, consumer
spending, and private 
savings—equal the total flow
of money into households?

e. How does the government fi-
nance its spending?
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a. Calculate GDP as the value added in production.

b. Calculate GDP as spending on final goods and services.

c. Calculate GDP as factor income.

5. The economy of Pizzanistan resembles Pizzania (from Prob-
lem 4) except that bread and cheese are sold both to a pizza
company as inputs in the production of pizzas and to con-
sumers as final goods. The accompanying table summarizes
the activities of the three companies. 

a. Calculate GDP as the value added in production.

b. Calculate GDP as spending on final goods and services.

c. Calculate GDP as factor income.

6. The accompanying table shows data on nominal GDP (in bil-
lions of dollars), real GDP (in billions of year 2000 dollars),
and population (in thousands) of the United States in 1960,
1970, 1980, 1990, 2000, and 2007, years in which the U.S. price
level consistently rose. 

a. Why is real GDP greater than nominal GDP for all years be-
fore 2000 and lower for 2007? Does nominal GDP have to
equal real GDP in 2000?

b. Calculate the percent change in real GDP from 1960 to
1970, 1970 to 1980, 1980 to 1990, and 1990 to 2000. Which
period had the highest growth rate?

c. Calculate real GDP per capita for each of the years in 
the table.

d. Calculate the percent change in real GDP per capita from
1960 to 1970, 1970 to 1980, 1980 to 1990, and 1990 to
2000. Which period had the highest growth rate?

e. How do the percent change in real GDP and the percent
change in real GDP per capita compare? Which is larger?
Do we expect them to have this relationship?

7. Eastland College is concerned about the rising price of text-
books that students must purchase. To better identify the in-
crease in the price of textbooks, the dean asks you, the

Economics Department’s star student, to create an index of
textbook prices. The average student purchases three English,
two math, and four economics textbooks. The prices of these
books are given in the accompanying table.

a. What is the percent change in the price of an English text-
book from 2008 to 2010?

b. What is the percent change in the price of a math textbook
from 2008 to 2010?

c. What is the percent change in the price of an economics
textbook from 2008 to 2010?

d. Using 2008 as a base year, create a price index for these
books for all years.

e. What is the percent change in the price index from 2008 
to 2010?

8. The consumer price index, or CPI, measures the cost of living
for a typical urban household by multiplying the price for each
category of expenditure (housing, food, and so on) times a
measure of the importance of that expenditure in the average
consumer’s market basket and summing over all categories.
However, using data from the consumer price index, we can see
that changes in the cost of living for different types of con-
sumers can vary a great deal. Let’s compare the cost of living
for a hypothetical retired person and a hypothetical college
student. Let’s assume that the market basket of a retired per-
son is allocated in the following way: 10% on housing, 15% on
food, 5% on transportation, 60% on medical care, 0% on educa-
tion, and 10% on recreation. The college student’s market bas-
ket is allocated as follows: 5% on housing, 15% on food, 20% on
transportation, 0% on medical care, 40% on education, and
20% on recreation. The accompanying table shows the Decem-
ber 2009 CPI for each of the relevant categories. 

Bread Cheese Pizza
company company company

Cost of inputs $0 $0 $50 (Bread)
35 (Cheese)

Wages 25 30 75

Value of output 100 60 200

Nominal GDP Real GDP
(billions of (billions of Population

Year dollars) 2000 dollars) (thousands)

1960 $526.4 $2,501.8 180,671

1970 1,038.5 3,771.9 205,052

1980 2,789.5 5,161.7 227,726

1990 5,803.1 7,112.5 250,132

2000 9,817.0 9,817.0 282,388

2007 13,841.3 11,566.8 301,140

2008 2009 2010

English textbook $50 $55 $57

Math textbook 70 72 74

Economics textbook 80 90 100

CPI
December 2009

Housing 215.5

Food 218.0

Transportation 188.3

Medical care 379.5

Education 128.9

Recreation 113.2

Calculate the overall CPI for the retired person and for the col-
lege student by multiplying the CPI for each of the categories
by the relative importance of that category to the individual
and then summing each of the categories. The CPI for all items
in December 2009 was 215. How do your calculations for a CPI
for the retired person and the college student compare to the
overall CPI?
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9. Each month the Bureau of Labor Statistics releases the Con-
sumer Price Index Summary for the previous month. Go 
to www.bls.gov and find the latest report. (On the Bureau 
of Labor Statistics home page, click on “News Release”
under “Latest Numbers—Consumer Price Index” and then
choose “Consumer Price Index Summary.”) What was the
CPI for the previous month? How did it change from the
month before? How did it change over the last year?

10. The accompanying table provides the annual real GDP (in bil-
lions of 2000 dollars) and nominal GDP (in billions of dollars)
for the United States. a. Calculate the GDP deflator for each year.

b. Use the GDP deflator to calculate the inflation rate for all
years except 2002. 

11. The cost of a college education in the United States is rising at
a rate faster than inflation. The table below shows the average
cost of a college education in the United States in 2006 and
2007 for public and private colleges. Assume the costs listed in
the table are the only costs experienced by the various college
students in a single year.

a. Calculate the cost of living for an average college student in
each category for 2006 and 2007.

b. Assume the quantity of goods purchased in each category,
that is, the market basket, is identical for 2006 and 2007.
Calculate an inflation rate for each type of college student
between 2006 and 2007.

2002 2003 2004 2005 2006

Real GDP 
(billions of 
2000 dollars) $10,048.8 10,301.0 10,675.8 11,003.4 11,319.4

Nominal GDP 
(billions of 
dollars) $10,469.6 10,960.8 11,685.9 12,433.9 13,194.7

Cost of college education (averages in 2006 dollars)

Tuition and fees Books and supplies Room and board Transportation Other expenses

Two-year public college: commuter $2,272 $850 $6,299 $1,197 $1,676

Four-year public college: resident 5,836 942 6,690 880 1,739

Four-year public college: commuter 5,836 942 6,917 1,224 2,048

Four-year public college: out-of-state 15,783 942 6,960 880 1,739

Four-year private college: resident 22,218 935 8,149 722 1,277

Four-year private college: commuter 22,218 935 7,211 1,091 1,630

Cost of college education (averages in 2007 dollars)

Tuition and fees Books and supplies Room and board Transportation Other expenses

Two-year public college: commuter $2,361 $921 $6,875 $1,270 $1,699

Four-year public college: resident 6,185 988 7,404 911 1,848

Four-year public college: commuter 6,185 988 7,419 1,284 2,138

Four-year public college: out-of-state 16,640 988 7,404 911 1,848

Four-year private college: resident 23,712 988 8,595 768 1,311

Four-year private college: commuter 23,712 988 7,499 1,138 1,664

12. Each month, usually on the first Friday of the month, the Bu-
reau of Labor Statistics releases the Employment Situation
Summary for the previous month. Go to www.bls.gov and find
the latest report. (On the Bureau of Labor Statistics home
page, on the left side of the page, find “Unemployment” and
select “National Unemployment Rate. ” You will find the Em-
ployment Situation Summary under “News Releases.”) How
does the unemployment rate compare to the rate one month
earlier? How does the unemployment rate compare to the rate
one year earlier?

13. In general, how do changes in the unemployment rate vary
with changes in real GDP? After several quarters of a severe
recession, explain why we might observe a decrease in the of-
ficial unemployment rate. Could we see an increase in the of-
ficial unemployment rate after several quarters of a strong
expansion?

14. There is only one labor market in Profunctia. All workers have
the same skills, and all firms hire workers with these skills. 
Use the accompanying diagram, which shows the supply of
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and demand for labor, to answer the following questions. Illus-
trate each answer with a diagram. 

a. What is the equilibrium wage rate in Profunctia? At this
wage rate, what are the level of employment, the size of the
labor force, and the unemployment rate?

b. If the government of Profunctia sets a minimum wage equal
to $12 per hour, what will be the level of employment, the
size of the labor force, and the unemployment rate?

c. If unions bargain with the firms in Profunctia and set 
a wage rate equal to $14, what will be the level of 
employment, the size of the labor force, and the unem-
ployment rate?

d. If the concern for retaining workers and encouraging high-
quality work leads firms to set a wage rate equal to $16,
what will be the level of employment, the size of the labor
force, and the unemployment rate?

15. A country’s labor force is the sum of the number of employed
and unemployed workers. The accompanying table provides
data on the size of the labor force and the number of unem-
ployed workers for different regions of the United States. 

S

Wage
rate 

$20

10

Quantity of labor  
(thousands)

50 100 
D

0

a. Calculate the number of workers employed in each of the
regions in March 2007 and March 2008. Use your answers
to calculate the change in the total number of workers em-
ployed between March 2007 and March 2008.

b. For each region, calculate the growth in the labor force
from March 2007 to March 2008.

c. Compute unemployment rates in the different regions of
the country in March 2007 and March 2008.

d. What can you infer about the rise in unemployment rates
over this period? Was it caused by a net loss in the number
of jobs or by a large increase in the number of people seek-
ing jobs?

16. In which of the following cases is it likely for efficiency wages
to exist? Why?

a. Jane and her boss work as a team selling ice cream.

b. Jane sells ice cream without any direct supervision by 
her boss.

c. Jane speaks Korean and sells ice cream in a neighborhood in
which Korean is the primary language. It is difficult to find
another worker who speaks Korean. 

17. How will the following changes affect the natural rate of 
unemployment?

a. The government reduces the time during which an unem-
ployed worker can receive benefits.

b. More teenagers focus on their studies and do not look for
jobs until after college.

c. Greater access to the Internet leads both potential employ-
ers and potential employees to use the Internet to list and
find jobs.

d. Union membership declines. 

18. With its tradition of a job for life for most citizens, Japan once
had a much lower unemployment rate than that of the United
States; from 1960 to 1995, the unemployment rate in Japan ex-
ceeded 3% only once. However, since the crash of its stock mar-
ket in 1989 and slow economic growth in the 1990s, the
job -for-life system has broken down and unemployment rose
to more than 5% in 2003.

a. Explain the likely effect of the breakdown of the job-for-
life system in Japan on the Japanese natural rate of 
unemployment.

b. As the accompanying diagram shows, the rate of growth of
real GDP has picked up in Japan since 2001. Explain the
likely effect of this increase in GDP growth on the unem-
ployment rate. Is the likely cause of the change in the unem-
ployment rate during this period a change in the natural
rate of unemployment or a change in the cyclical unemploy-
ment rate?

2001 2002 2003 2004 2005 2006 2007

Source: OECD.

3%

2

1

0

Real GDP
growth rate

Year

0.2% 0.3%

1.4%

2.7%

1.9%
2.2%

1.8%

Labor force Unemployed
(thousands) (thousands)

Region March 2007 March 2008 March 2007 March 2008

Northeast 27,863.5 28,035.6 1,197.8 1,350.3

South 54,203.8 54,873.9 2,300.9 2,573.8

Midwest 34,824.3 35,048.6 1,718.2 1,870.8

West 35,231.8 35,903.3 1,588.0 1,914.4
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Inflation rate Average inflation
Country in 2000 rate, 2000–2007

Brazil 7.1% 7.3%

China 0.3 1.6

France 1.7 1.8

Indonesia 3.8 8.8

Japan −0.7 −0.3

Turkey 56.4 27.8

United States 3.4 2.8

Zimbabwe 55.7 904.1

Source: IMF.

19. The accompanying diagram shows mortgage interest rates
and inflation during 1990–2005 in the economy of Albernia.
When would home mortgages have been especially attractive
and why?

Year

Inflation rate,
interest rate

12%

10

8

6

4

2

20
02

20
05

19
90

19
93

19
96

19
99

Mortgage
interest rate

Inflation
rate

20. The accompanying table provides the inflation rate in the year
2000 and the average inflation rate over the period 2000–2007
for eight different countries.

a. Given the expected relationship between average inflation and
menu costs, rank the countries in descending order of menu
costs using average inflation over the period 2000–2007.

b. Rank the countries in order of inflation rates that most fa-
vored borrowers with seven-year loans that were taken out
in 2000. Assume that the expected inflation rate was the in-
flation rate in 2000.

c. Did borrowers who took out seven-year loans in Japan gain
or lose overall versus lenders? Explain.
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Ft. Myers, Florida, was a boom town in 2003, 2004, and most
of 2005. Jobs were plentiful: by 2005 the unemployment rate
was less than 3%. The shopping malls were humming, and
new stores were opening everywhere.

But then the boom went bust. Jobs became scarce, and by
2009 the unemployment rate had reached 14%. Stores had
few customers, and many were closing. One new business
was flourishing, however. Marc Joseph, a real estate agent,
began offering “foreclosure tours”: visits to homes that had
been seized by banks after the owners were unable to make
mortgage payments.

What happened? Ft. Myers boomed from 2003 to 2005 be-
cause of a surge in home construction, fueled in part by specu-
lators who bought houses not to live in, but because they
believed they could resell those houses at much higher prices.
Home construction gave jobs to construction workers, electri-
cians, real estate agents, and others. And these workers, in turn,
spent money locally, creating jobs for sales workers, waiters,
gardeners, pool cleaners, and more. These workers also spent
money locally, creating further expansion, and so on.

The boom turned into a bust when home construction
came to a virtual halt. It
turned out that specula-
tion had been feeding on
itself: people were buy-
ing houses as invest-
ments, then selling them
to other people who
were also buying houses
as investments, and the
prices had risen to levels
far beyond what people
who actually wanted to
live in houses were will-
ing to pay. 

The abrupt collapse of the housing market pulled the
local economy down with it, as the process that had created
the earlier boom operated in reverse.

The boom and bust in Ft. Myers illustrates, on a small
scale, the way booms and busts often happen for the econ-
omy as a whole. The business cycle is often driven by ups
or downs in investment spending—either residential in-
vestment spending (that is, spending on home construc-
tion) or nonresidential investment spending (such as
spending on construction of office buildings, factories,
and shopping malls). Changes in investment spending, in
turn, indirectly lead to changes in consumer spending,
which magnify—or multiply—the effect of the investment
spending changes on the economy as a whole.

In this section we’ll study how this process works on 
a grand scale. As a first step, we introduce multiplier analy-
sis and show how it helps us understand the business
cycle. In Module 17 we explain aggregate demand and its two
most important components, consumer spending and 
investment spending. Module 18 introduces aggregate sup-
ply, the other half of the model used to analyze economic

fluctuations. We will
then be ready to explore
how aggregate supply
and aggregate demand
determine the levels
of prices and real out-
put in an economy. 
Finally, we will use 
the aggregate demand-
aggregate supply model
to visualize the state
of the economy and
examine the effects of
economic policy.

Module 16 Income and Expenditure

Module 17 Aggregate Demand: Introduction
and Determinants

Module 18 Aggregate Supply: Introduction and
Determinants

Module 19 Equilibrium in the Aggregate
Demand–Aggregate Supply Model

Module 20 Economic Policy and the Aggregate
Demand–Aggregate Supply Model

Module 21 Fiscal Policy and the Multiplier

Economics by Example:

“How Much Debt Is Too Much?”
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National Income
and Price 

Determination
FROM BOOM TO BUST
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What you will learn 
in this Module:
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• The nature of the multiplier,

which shows how initial

changes in spending lead to

further changes

• The meaning of the

aggregate consumption

function, which shows how

current disposable income

affects consumer spending

• How expected future income

and aggregate wealth affect

consumer spending

• The determinants of

investment spending

• Why investment spending is

considered a leading

indicator of the future state of

the economy

Module 16
Income and Expenditure

The Multiplier: An Informal Introduction 
The story of the boom and bust in Ft. Myers involves a sort of chain reaction in which
an initial rise or fall in spending leads to changes in income, which lead to further
changes in spending, and so on. Let’s examine that chain reaction more closely, this
time thinking through the effects of changes in spending in the economy as a whole.

For the sake of this analysis, we’ll make four simplifying assumptions that we will
have to reconsider in later modules.

1. We assume that producers are willing to supply additional output at a fixed price. That is,
if consumers or businesses buying investment goods decide to spend an addi-
tional $1 billion, that will translate into the production of $1 billion worth of ad-
ditional goods and services without driving up the overall level of prices. As a
result, changes in overall spending translate into changes in aggregate output, as measured
by real GDP. As we’ll learn in this section, this assumption isn’t too unrealistic in
the short run, but it needs to be changed when we think about the long-run ef-
fects of changes in demand.

2. We take the interest rate as given.

3. We assume that there is no government spending and no taxes.

4. We assume that exports and imports are zero.

Given these simplifying assumptions, consider what happens if there is a change in
investment spending. Specifically, imagine that for some reason home builders decide
to spend an extra $100 billion on home construction over the next year.

The direct effect of this increase in investment spending will be to increase income
and the value of aggregate output by the same amount. That’s because each dollar
spent on home construction translates into a dollar’s worth of income for construction
workers, suppliers of building materials, electricians, and so on. If the process stopped
there, the increase in housing investment spending would raise overall income by ex-
actly $100 billion.

But the process doesn’t stop there. The increase in aggregate output leads to an in-
crease in disposable income that flows to households in the form of profits and wages.
The increase in households’ disposable income leads to a rise in consumer spending,
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which, in turn, induces firms to increase output yet again. This generates
another rise in disposable income, which leads to another round of con-
sumer spending increases, and so on. So there are multiple rounds of in-
creases in aggregate output.

How large is the total effect on aggregate output if we sum the effect
from all these rounds of spending increases? To answer this question, we
need to introduce the concept of the marginal propensity to consume,
or MPC: the increase in consumer spending when disposable income rises
by $1. When consumer spending changes because of a rise or fall in dispos-
able income, MPC is the change in consumer spending divided by the
change in disposable income:

(16-1) MPC =

where the symbol Δ (delta) means “change in.” For example, if consumer
spending goes up by $6 billion when disposable income goes up by $10 bil-
lion, MPC is $6 billion/$10 billion = 0.6.

Because consumers normally spend part but not all of an additional
dollar of disposable income, MPC is a number between 0 and 1. The addi-
tional disposable income that consumers don’t spend is saved; the mar-
ginal propensity to save, or MPS, is the fraction of an additional dollar of
disposable income that is saved. MPS is equal to 1 − MPC.

With the assumption of no taxes and no international trade, each $1
increase in spending raises both real GDP and disposable income by $1. So the 
$100 billion increase in investment spending initially raises real GDP by $100 billion. 
The corresponding $100 billion increase in disposable income leads to a second -round
increase in consumer spending, which raises real GDP by a further MPC × $100 bil-
lion. It is followed by a third -round increase in consumer spending of MPC × MPC ×
$100 billion, and so on. After an infinite number of rounds, the total effect on real
GDP is:

Increase in investment spending = $100 billion
+ Second-round increase in consumer spending = MPC × $100 billion
+ Third-round increase in consumer spending = MPC2 × $100 billion
+ Fourth-round increase in consumer spending = MPC3 × $100 billion

• •
• •
• •

Total increase in real GDP = (1 + MPC + MPC2 + MPC3 + . . .) × $100 billion

So the $100 billion increase in investment spending sets off a chain reaction in the
economy. The net result of this chain reaction is that a $100 billion increase in invest-
ment spending leads to a change in real GDP that is a multiple of the size of that initial
change in spending.

How large is this multiple? It’s a mathematical fact that an infinite series of the
form 1 + x + x2 + x3 + . . ., where x is between 0 and 1, is equal to 1/(1 − x). So the total ef-
fect of a $100 billion increase in investment spending, I, taking into account all the
subsequent increases in consumer spending (and assuming no taxes and no interna-
tional trade), is given by:

(16-2) Total increase in real GDP from $100 billion rise in I =

× $100 billion
1

(1 − MPC)

Δ Consumer spending
Δ Disposable income

Many businesses, such as those that
support home improvement and interior
design, benefit during housing booms.
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The marginal propensity to consume, or

MPC, is the increase in consumer spending

when disposable income rises by $1.

The marginal propensity to save, or

MPS, is the increase in household savings

when disposable income rises by $1.
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Let’s consider a numerical example in which MPC = 0.6: each $1 in additional dis-
posable income causes a $0.60 rise in consumer spending. In that case, a $100 billion
increase in investment spending raises real GDP by $100 billion in the first round.
The second -round increase in consumer spending raises real GDP by another 0.6 ×
$100 billion, or $60 billion. The third -round increase in consumer spending raises
real GDP by another 0.6 × $60 billion, or $36 billion. This process goes on and on
until the amount of spending in another round would be virtually zero. In the end,
real GDP rises by $250 billion as a consequence of the initial $100 billion rise in in-
vestment spending:

× $100 billion = 2.5 × $100 billion = $250 billion

Notice that even though there can be a nearly endless number of rounds of expan-
sion of real GDP, the total rise in real GDP is limited to $250 billion. The reason is that
at each stage some of the rise in disposable income “leaks out” because it is saved, leav-
ing less and less to be spent in the next round. How much of an additional dollar of dis-
posable income is saved depends on MPS, the marginal propensity to save.

We’ve described the effects of a change in investment spending, but the same analy-
sis can be applied to any other change in spending. The important thing is to distin-
guish between the initial change in aggregate spending, before real GDP rises, and the
additional change in aggregate spending caused by the change in real GDP as the chain
reaction unfolds. For example, suppose that a boom in housing prices makes con-
sumers feel richer and that, as a result, they become willing to spend more at any given
level of disposable income. This will lead to an initial rise in consumer spending, before
real GDP rises. But it will also lead to second and later rounds of higher consumer
spending as real GDP and disposable income rise.

An initial rise or fall in aggregate spending at a given level of real GDP is called an
autonomous change in aggregate spending. It’s autonomous—which means 
“self -governing”—because it’s the cause, not the result, of the chain reaction we’ve
just described. Formally, the multiplier is the ratio of the total change in real GDP
caused by an autonomous change in aggregate spending to the size of that au-
tonomous change. If we let ΔAAS stand for the autonomous change in aggregate
spending and ΔY stand for the total change in real GDP, then the multiplier is equal
to ΔY/ΔAAS. We’ve already seen how to find the value of the multiplier. Assuming no
taxes and no trade, the total change in real GDP caused by an autonomous change in
aggregate spending is:

(16-3) ΔY = × ΔAAS

So the multiplier is:

(16-4) Multiplier = =

Notice that the size of the multiplier depends on MPC. If the marginal propensity to
consume is high, so is the multiplier. This is true because the size of MPC determines
how large each round of expansion is compared with the previous round. To put it an-
other way, the higher MPC is, the less disposable income “leaks out” into savings at
each round of expansion.

In later modules we’ll use the concept of the multiplier to analyze the effects of fis-
cal and monetary policies. We’ll also see that the formula for the multiplier changes
when we introduce various complications, including taxes and foreign trade. First,
however, we need to look more deeply at what determines consumer spending.

1
(1 − MPC)

ΔY
ΔAAS

1
(1 − MPC)

1
(1 − 0.6)

An autonomous change in aggregate

spending is an initial rise or fall in 

aggregate spending that is the cause, not 

the result, of a series of income and 

spending changes.

The multiplier is the ratio of the total

change in real GDP caused by an

autonomous change in aggregate spending 

to the size of that autonomous change.



Consumer Spending
Should you splurge on a restaurant meal or save money by eating at home? Should you
buy a new car and, if so, how expensive a model? Should you redo that bathroom or live
with it for another year? In the real world, households are constantly confronted with
such choices—not just about the consumption mix but also about how much to spend
in total. These choices, in turn, have a powerful effect on the economy: consumer
spending normally accounts for two -thirds of total spending on final goods and serv-
ices. But what determines how much consumers spend?

Current Disposable Income and Consumer Spending
The most important factor affecting a family’s consumer spending is its current dis-
posable income—income after taxes are paid and government transfers are received. It’s
obvious from daily life that people with high disposable incomes on average drive more
expensive cars, live in more expensive houses, and spend more on meals and clothing
than people with lower disposable incomes. And the relationship between current dis-
posable income and spending is clear in the data.

The Bureau of Labor Statistics (BLS) collects annual data on family income and
spending. Families are grouped by levels of before-tax income; after-tax income for
each group is also reported. Since the income figures include transfers from the gov-
ernment, what the BLS calls a household’s after-tax income is equivalent to its current
disposable income.

Figure 16.1 on the next page is a scatter diagram illustrating the relationship be-
tween household current disposable income and household consumer spending for
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The Multiplier and the Great Depression
The concept of the multiplier was originally de-

vised by economists trying to understand the

greatest economic disaster in history, the col-

lapse of output and employment from 1929 to

1933, which began the Great Depression. Most

economists believe that the slump from 1929 to

1933 was driven by a collapse in investment

spending. But as the economy shrank, con-

sumer spending also fell sharply, multiplying the

effect on real GDP.

The table shows what happened to investment

spending, consumer spending, and GDP during

those four terrible years. All data are in 2005 dol-

lars. What we see is that investment spending

imploded, falling by more than 80%. But con-

sumer spending also fell drastically and actually

accounted for more of the fall in real GDP. (The

total fall in real GDP was larger than the com-

bined fall in consumer and investment spending,

mainly because of technical accounting issues.)

The numbers in the table suggest that at the

time of the Great Depression, the multiplier was

around 3. Most current estimates put the size of

the multiplier considerably lower—but there’s a

reason for that change. In 1929, government in

the United States was very small by modern

standards: taxes were low and major govern-

ment programs like Social Security and

Medicare had not yet come into being. In the

modern U.S. economy, taxes are much higher,

and so is government spending. Why does this

matter? Because taxes and some government

programs act as automatic stabilizers, reducing

the size of the multiplier. For example, when in-

comes are relatively high, tax payments are rel-

atively high as well, thus moderating increases

in expenditures. And when incomes are rela-

tively low, the unemployment insurance pro-

gram pays more money out to individuals, thus

boosting expenditures higher than they would

otherwise be.

fy i

Investment Spending, Consumer Spending, and Real GDP in the Great Depression
(billions of 2005 dollars) 

1929 1933 Change

Investment spending $101.7 $18.9 −$82.8

Consumer spending 736.6 601.1 −135.5

Real GDP 977.0 716.4 −260.6

Source: Bureau of Economic Analysis.
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American households by income group in 2008. For example, point A shows that in
2008 the middle fifth of the population had an average current disposable income of
$46,936 and average spending of $42,659. The pattern of the dots slopes upward from
left to right, making it clear that households with higher current disposable income
had higher consumer spending.

It’s very useful to represent the relationship between an individual household’s cur-
rent disposable income and its consumer spending with an equation. The consump-
tion function is an equation showing how an individual household’s consumer
spending varies with the household’s current disposable income. The simplest version
of a consumption function is a linear equation:

(16-5) c = a + MPC × yd

where lowercase letters indicate variables measured for an individual household.
In this equation, c is individual household consumer spending and yd is individual

household current disposable income. Recall that MPC, the marginal propensity to
consume, is the amount by which consumer spending rises if current disposable in-
come rises by $1. Finally, a is a constant term—individual household autonomous
consumer spending, the amount a household would spend if it had no disposable in-
come. We assume that a is greater than zero because a household with no disposable
income is able to fund some consumption by borrowing or using its savings. Notice, by
the way, that we’re using y for income. That’s standard practice in macroeconomics,
even though income isn’t actually spelled “yncome.” The reason is that I is reserved for
investment spending.

Recall that we expressed MPC as the ratio of a change in consumer spending to the
change in current disposable income. We’ve rewritten it for an individual household as
Equation 16-6:

(16-6) MPC = Δc/Δyd

Multiplying both sides of Equation 16-6 by Δyd , we get:

(16-7) MPC × Δyd = Δc

Equation 16-7 tells us that when yd goes up by $1, c goes up by MPC × $1.

f i g u r e 16.1

Current Disposable Income and
Consumer Spending for American
Households in 2008
For each income group of households, average cur-
rent disposable income in 2008 is plotted versus av-
erage consumer spending in 2008. For example, the
middle income group, with an annual income of
$36,271 to $59,086, is represented by point A, indi-
cating a household average current disposable in-
come of $46,936 and average household consumer
spending of $42,659. The data clearly show a posi-
tive relationship between current disposable income
and consumer spending: families with higher current
disposable income have higher consumer spending.
Source: Bureau of Labor Statistics.
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The consumption function is an equation

showing how an individual household’s

consumer spending varies with the

household’s current disposable income.

Autonomous consumer spending is the

amount of money a household would spend if

it had no disposable income.



m o d u l e 1 6 I n c o m e  a n d  E x p e n d i t u re 163

S
e

c
tio

n
 4

 N
a

tio
n

a
l In

c
o

m
e

 a
n

d
 P

ric
e

 D
e

te
rm

in
a

tio
n

Figure 16.2 shows what Equation 16-5 looks like graphically, plotting yd on the hor-
izontal axis and c on the vertical axis. Individual household autonomous consumer
spending, a, is the value of c when yd is zero—it is the vertical intercept of the consump-
tion function, cf. MPC is the slope of the line, measured by rise over run. If current dis-
posable income rises by Δyd, household consumer spending, c, rises by Δc. Since MPC is
defined as Δc/Δyd, the slope of the consumption function is:

(16-8) Slope of consumption function
= Rise over run
= Δc/Δyd

= MPC

In reality, actual data never fit Equation 16-5 perfectly, but the fit can be pretty
good. Figure 16.3 shows the data from Figure 16.1 again, together with a line drawn to
fit the data as closely as possible. According to the data on households’ consumer

f i g u r e 16.2

The Consumption Function 
The consumption function relates a house-
hold’s current disposable income to its
consumer spending. The vertical intercept,
a, is individual household autonomous
consumer spending: the amount of a
household’s consumer spending if its cur-
rent disposable income is zero. The slope
of the consumption function line, cf, is the
marginal propensity to consume, or MPC:
of every additional $1 of current dispos-
able income, MPC × $1 is spent.

a

Household
consumer

spending, c

Household current disposable income, yd

Consumption
function, cf

Slope = MPC

Δyd

Δc = MPC × Δyd

c = a + MPC × yd

f i g u r e 16.3

A Consumption Function 
Fitted to Data
The data from Figure 16.1 are reproduced here,
along with a line drawn to fit the data as closely
as possible. For American households in 2008,
the best estimate of the average household’s
autonomous consumer spending, a, is $17,484
and the best estimate of MPC is 0.534, or ap-
proximately 0.53.
Source: Bureau of Labor Statistics.
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spending and current disposable income, the best estimate of a is $17,484 and of MPC
is 0.534. So the consumption function fitted to the data is:

c = $17,484 + 0.534 × yd

That is, the data suggest a marginal propensity to consume of approximately 0.53.
This implies that the marginal propensity to save (MPS)—the amount of an additional
$1 of disposable income that is saved—is approximately 1 − 0.53 = 0.47, and the multi-
plier is 1/(1 − MPC) = 1/MPS = approximately 1/0.47 = 2.13.

It’s important to realize that Figure 16.3 shows a microeconomic relationship be-
tween the current disposable income of individual households and their spending on
goods and services. However, macroeconomists assume that a similar relationship
holds for the economy as a whole: that there is a relationship, called the aggregate con-
sumption function, between aggregate current disposable income and aggregate
consumer spending. We’ll assume that it has the same form as the household-level
consumption function:

(16-9) C = A + MPC × YD

Here, C is aggregate consumer spending (called just “consumer spending”); YD is ag-
gregate current disposable income (called, for simplicity, just “disposable income”);
and A is aggregate autonomous consumer spending, the amount of consumer spend-
ing when YD equals zero. This is the relationship represented in Figure 16.4 by CF, anal-
ogous to cf in Figure 16.3.
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Consumer
spending, C

Aggregate 
consumption
function, CF2

Aggregate 
consumption
function, CF1

Disposable income, YD

(a) An Upward Shift of the 
Aggregate Consumption Function

(b) A Downward Shift of the 
Aggregate Consumption Function

A1

A2

Consumer
spending, C

Aggregate 
consumption
function, CF1

Aggregate 
consumption
function, CF2

Disposable income, YD

A2

A1

Shifts of the Aggregate Consumption Functionf i g u r e 16.4

Panel (a) illustrates the effect of an increase in expected aggregate
future disposable income. Consumers will spend more at every
given level of aggregate current disposable income, YD. As a result,
the initial aggregate consumption function CF1, with aggregate au-
tonomous consumer spending A1, shifts up to a new position at CF2

with aggregate autonomous consumer spending A2. An increase in
aggregate wealth will also shift the aggregate consumption function

up. Panel (b), in contrast, illustrates the effect of a reduction in ex-
pected aggregate future disposable income. Consumers will spend
less at every given level of aggregate current disposable income,
YD. Consequently, the initial aggregate consumption function CF1,
with aggregate autonomous consumer spending A1, shifts down to
a new position at CF2 with aggregate autonomous consumer spend-
ing A2. A reduction in aggregate wealth will have the same effect.

The aggregate consumption function is

the relationship for the economy as a whole

between aggregate current disposable

income and aggregate consumer spending.



Shifts of the Aggregate Consumption Function
The aggregate consumption function shows the relationship between disposable in-
come and consumer spending for the economy as a whole, other things equal. When
things other than disposable income change, the aggregate consumption function
shifts. There are two principal causes of shifts of the aggregate consumption function:
changes in expected future disposable income and changes in aggregate wealth.

Changes in Expected Future Disposable Income Suppose you land a really good,
well-paying job on graduating from college—but the job, and the paychecks, won’t start
for several months. So your disposable income hasn’t risen yet. Even so, it’s likely that
you will start spending more on final goods and services right away—maybe buying
nicer work clothes than you originally planned—because you know that higher income
is coming.

Conversely, suppose you have a good job but learn that the company is planning to
downsize your division, raising the possibility that you may lose your job and have to
take a lower-paying one somewhere else. Even though your disposable income hasn’t
gone down yet, you might well cut back on spending even while still employed, to save
for a rainy day.

Both of these examples show how expectations about future disposable income can
affect consumer spending. The two panels of Figure 16.4, which plot disposable in-
come against consumer spending, show how changes in expected future disposable in-
come affect the aggregate consumption function. In both panels, CF1 is the initial
aggregate consumption function. Panel (a) shows the effect of good news: information
that leads consumers to expect higher disposable income in the future than they did
before. Consumers will now spend more at any given level of current disposable income
YD, corresponding to an increase in A, aggregate autonomous consumer spending,
from A1 to A2. The effect is to shift the aggregate consumption function up, from CF1

to CF2. Panel (b) shows the effect of bad news: information that leads consumers to ex-
pect lower disposable income in the future than they did before. Consumers will now
spend less at any given level of current disposable income, YD, corresponding to a fall in
A from A1 to A2. The effect is to shift the aggregate consumption function down, from
CF1 to CF2.

In a famous 1956 book, A Theory of the Consumption Function, Milton Friedman
showed that taking the effects of expected future income into account explains an oth-
erwise puzzling fact about consumer behavior. If we look at consumer spending during
any given year, we find that people with high current income save a larger fraction of
their income than those with low current income. (This is obvious from the data in Fig-
ure 16.3: people in the highest income group spend considerably less than their in-
come; those in the lowest income group spend more than their income.) You might
think this implies that the overall savings rate—the percentage of a country’s dispos-
able income that is saved—will rise as the economy grows and average current income
rises; in fact, however, this hasn’t happened.

Friedman pointed out that when we look at individual incomes in a given year, there
are systematic differences between current and expected future income that create a
positive relationship between current income and the savings rate. On one side, many
of the people with low current income are having an unusually bad year. For example,
they may be workers who have been laid off but will probably find new jobs eventually.
They are people whose expected future income is higher than their current income, so
it makes sense for them to have low or even negative savings. On the other side, many
of the people with high current income in a given year are having an unusually good
year. For example, they may have investments that happened to do extremely well. They
are people whose expected future income is lower than their current income, so it
makes sense for them to save most of their windfall.

When the economy grows, by contrast, current and expected future incomes rise
together. Higher current income tends to lead to higher savings today, but higher
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expected future income tends to lead to lower savings today. As a
result, there’s a weaker relationship between current income and
the savings rate. 

Friedman argued that consumer spending ultimately depends
mainly on the income people expect to have over the long term
rather than on their current income. This argument is known as the
permanent income hypothesis.

Changes in Aggregate Wealth Imagine two individuals, Maria and
Mark, both of whom expect to earn $30,000 this year. Suppose, how-
ever, that they have different histories. Maria has been working
steadily for the past 10 years, owns her own home, and has $200,000
in the bank. Mark is the same age as Maria, but he has been in and
out of work, hasn’t managed to buy a house, and has very little in
savings. In this case, Maria has something that Mark doesn’t have:
wealth. Even though they have the same disposable income, other
things equal, you’d expect Maria to spend more on consumption

than Mark. That is, wealth has an effect on consumer spending.
The effect of wealth on spending is emphasized by an influential economic

model of how consumers make choices about spending versus saving called the 
life-cycle hypothesis. According to this hypothesis, consumers plan their spending 
over their lifetime, not just in response to their current disposable income. As a 
result, people try to smooth their consumption over their lifetimes—they save some 
of their current disposable income during their years of peak earnings (typically oc-
curring during a worker’s 40s and 50s) and during their retirement live off the
wealth they accumulated while working. We won’t go into the details of this hypoth-
esis but will simply point out that it implies an important role for wealth in deter-
mining consumer spending. For example, a middle-aged couple who have
accumulated a lot of wealth—who have paid off the mortgage on their house and al-
ready own plenty of stocks and bonds—will, other things equal, spend more on
goods and services than a couple who have the same current disposable income but
still need to save for their retirement.

Because wealth affects household consumer spending, changes in wealth across the
economy can shift the aggregate consumption function. A rise in aggregate wealth—
say, because of a booming stock market—increases the vertical intercept A, aggregate
autonomous consumer spending. This, in turn, shifts the aggregate consumption
function up in the same way as does an expected increase in future disposable income.
A decline in aggregate wealth—say, because of a fall in housing prices as occurred in
2008—reduces A and shifts the aggregate consumption function down.

Investment Spending
Although consumer spending is much greater than investment spending, booms and
busts in investment spending tend to drive the business cycle. In fact, most recessions
originate as a fall in investment spending. Figure 16.5 illustrates this point; it shows
the annual percent change of investment spending and consumer spending in the
United States, both measured in 2005 dollars, during five recessions from 1973 to
2001. As you can see, swings in investment spending are much more dramatic than
those in consumer spending. In addition, economists believe, due to the multiplier
process, that declines in consumer spending are usually the result of a process that be-
gins with a slump in investment spending. Soon we’ll examine in more detail how a
slump in investment spending generates a fall in consumer spending through the mul-
tiplier process.

Before we do that, however, let’s analyze the factors that determine investment
spending, which are somewhat different from those that determine consumer spend-
ing. Planned investment spending is the investment spending that firms intend to un-
dertake during a given period. For reasons explained shortly, the level of investment
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Planned investment spending is the

investment spending that businesses intend

to undertake during a given period.



spending businesses actually carry out is sometimes not the same level as was planned.
Planned investment spending depends on three principal factors: the interest rate, the
expected future level of real GDP, and the current level of production capacity. First,
we’ll analyze the effect of the interest rate.

The Interest Rate and Investment Spending
Interest rates have their clearest effect on one particular form of investment spend-
ing: spending on residential construction—that is, on the construction of homes.
The reason is straightforward: home builders only build houses they think they can
sell, and houses are more affordable—and so more likely to sell—when the interest
rate is low. Consider a potential home -buying family that needs to borrow $150,000
to buy a house. At an interest rate of 7.5%, a 30-year home mortgage will mean pay-
ments of $1,048 per month. At an interest rate of 5.5%, those payments would be
only $851 per month, making houses significantly more affordable. Interest rates ac-
tually did drop from roughly 7.5% to 5.5% between the late 1990s and 2003, helping
set off a housing boom. 

Interest rates also affect other forms of investment
spending. Firms with investment spending projects will go
ahead with a project only if they expect a rate of return
higher than the cost of the funds they would have to bor-
row to finance that project. If the interest rate rises, fewer
projects will pass that test, and as a result investment
spending will be lower.

You might think that the trade -off a firm faces is differ-
ent if it can fund its investment project with its past profits
rather than through borrowing. Past profits used to finance
investment spending are called retained earnings. But even if
a firm pays for investment spending out of retained earn-
ings, the trade -off it must make in deciding whether or not
to fund a project remains the same because it must take
into account the opportunity cost of its funds. For example,
instead of purchasing new equipment, the firm could lend out the funds and earn in-
terest. The forgone interest earned is the opportunity cost of using retained earnings to
fund an investment project. So the trade -off the firm faces when comparing a project’s
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f i g u r e 16.5

Fluctuations in Investment
Spending and Consumer
Spending
The bars illustrate the annual percent change in
investment spending and consumer spending
during five recent recessions. As the lengths of
the bars show, swings in investment spending
were much larger in percentage terms than those
in consumer spending. The pattern has led econ-
omists to believe that recessions typically origi-
nate as a slump in investment spending.
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rate of return to the market interest rate has not changed when it uses retained earn-
ings rather than borrowed funds. Either way, a rise in the market interest rate makes
any given investment project less profitable. Conversely, a fall in the interest rate makes
some investment projects that were unprofitable before profitable at the now lower in-
terest rate. So some projects that had been unfunded before will be funded now.

So planned investment spending—spending on investment projects that firms volun-
tarily decide whether or not to undertake—is negatively related to the interest rate. Other
things equal, a higher interest rate leads to a lower level of planned investment spending.

Expected Future Real GDP, Production Capacity, and
Investment Spending
Suppose a firm has enough capacity to continue to produce the amount it is currently
selling but doesn’t expect its sales to grow in the future. Then it will engage in invest-
ment spending only to replace existing equipment and structures that wear out or are
rendered obsolete by new technologies. But if, instead, the firm expects its sales to grow
rapidly in the future, it will find its existing production capacity insufficient for its fu-
ture production needs. So the firm will undertake investment spending to meet those
needs. This implies that, other things equal, firms will undertake more investment
spending when they expect their sales to grow.

Now suppose that the firm currently has considerably more capacity than necessary
to meet current production needs. Even if it expects sales to grow, it won’t have to un-
dertake investment spending for a while—not until the growth in sales catches up with
its excess capacity. This illustrates the fact that, other things equal, the current level of
productive capacity has a negative effect on investment spending: other things equal,
the higher the current capacity, the lower the investment spending.

If we put together the effects on investment spending of (1) growth in expected fu-
ture sales and (2) the size of current production capacity, we can see one situation in
which firms will most likely undertake high levels of investment spending: when they
expect sales to grow rapidly. In that case, even excess production capacity will soon be
used up, leading firms to resume investment spending.

What is an indicator of high expected growth in future sales? It’s a high expected fu-
ture growth rate of real GDP. A higher expected future growth rate of real GDP results
in a higher level of planned investment spending, but a lower expected future growth
rate of real GDP leads to lower planned investment spending.

Inventories and Unplanned Investment Spending 
Most firms maintain inventories, stocks of goods held to satisfy future sales. Firms
hold inventories so they can quickly satisfy buyers—a consumer can purchase an item
off the shelf rather than waiting for it to be manufactured. In addition, businesses
often hold inventories of their inputs to be sure they have a steady supply of necessary
materials and spare parts. At the end of 2009, the overall value of inventories in the U.S.
economy was estimated at $1.9 trillion, more than 13% of GDP.

A firm that increases its inventories is engaging in a form of investment spending.
Suppose, for example, that the U.S. auto industry produces 800,000 cars per month
but sells only 700,000. The remaining 100,000 cars are added to the inventory at auto
company warehouses or car dealerships, ready to be sold in the future.

Inventory investment is the value of the change in total inventories held in the econ-
omy during a given period. Unlike other forms of investment spending, inventory invest-
ment can actually be negative. If, for example, the auto industry reduces its inventory
over the course of a month, we say that it has engaged in negative inventory investment.

To understand inventory investment, think about a manager stocking the canned
goods section of a supermarket. The manager tries to keep the store fully stocked so that
shoppers can almost always find what they’re looking for. But the manager does not
want the shelves too heavily stocked because shelf space is limited and products can
spoil. Similar considerations apply to many firms and typically lead them to manage
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Inventories are stocks of goods held to

satisfy future sales.

Inventory investment is the value of the

change in total inventories held in the

economy during a given period.



their inventories carefully. However, sales fluctuate.
And because firms cannot always accurately pre-
dict sales, they often find themselves holding larger
or smaller inventories than they had intended.
When a firm’s inventories are higher than intended
due to an unforeseen decrease in sales, the result is
unplanned inventory investment. An unex-
pected increase in sales depletes inventories and
causes the value of unplanned inventory invest-
ment to be negative.

So in any given period, actual investment
spending is equal to planned investment spend-
ing plus unplanned inventory investment. If we let
IUnplanned represent unplanned inventory invest-
ment, IPlanned represent planned investment spending, and I represent actual invest-
ment spending, then the relationship among all three can be represented as:

(16-10) I = IUnplanned + IPlanned
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Interest Rates and the U.S. Housing Boom
Interest rates dropped from roughly 7.5% to

5.5% between the late 1990s and 2003, helping

set off a housing boom. The housing boom was

part of a broader housing boom in the country

as a whole. There is little question that this

housing boom was caused, in the first instance,

by low interest rates.

The figure shows the interest rate on 30-year

home mortgages—the traditional way to bor-

row money for a home purchase—and the

number of housing starts, the number of homes

for which construction is started per month,

from 1995 to the end of 2009 in the United

States. Panel (a), which shows the mortgage

rate, gives you an idea of how much interest

rates fell. In the second half of the 1990s, mort-

gage rates generally fluctuated between 7%

and 8%; by 2003, they were down to between

5% and 6%. These lower rates were largely the

result of Federal Reserve policy: the Fed cut

rates in response to the 2001 recession and

continued cutting them into 2003 out of concern

that the economy’s recovery was too weak to

generate sustained job growth. 

The low interest rates led to a large in-

crease in residential investment spending, re-

flected in a surge of housing starts, shown in

panel (b). This rise in investment spending

drove an overall economic expansion, both

through its direct effects and through the mul-

tiplier process.

Unfortunately, the housing boom eventually

turned into too much of a good thing. By 2006,

it was clear that the U.S. housing market was

experiencing a bubble: people were buying

housing based on unrealistic expectations

about future price increases. When the bubble

burst, housing—and the U.S. economy—took

a fall.
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Positive unplanned inventory 

investment occurs when actual sales 

are less than businesses expected, leading 

to unplanned increases in inventories. 

Sales in excess of expectations result in

negative unplanned inventory investment.

Actual investment spending is the 

sum of planned investment spending and

unplanned inventory investment.

(Federal Reserve Bank of St. Louis)
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To see how unplanned inventory investment can occur, let’s continue to focus on
the auto industry and make the following assumptions. First, let’s assume that the in-
dustry must determine each month’s production volume in advance, before it knows
the volume of actual sales. Second, let’s assume that it anticipates selling 800,000 cars
next month and that it plans neither to add to nor subtract from existing inventories.
In that case, it will produce 800,000 cars to match anticipated sales.

Now imagine that next month’s actual sales are less than expected, only 700,000
cars. As a result, the value of 100,000 cars will be added to investment spending as un-
planned inventory investment.

The auto industry will, of course, eventually adjust to this slowdown in sales and the
resulting unplanned inventory investment. It is likely that it will cut next month’s pro-
duction volume in order to reduce inventories. In fact, economists who study macro-
economic variables in an attempt to determine the future path of the economy pay
careful attention to changes in inventory levels. Rising inventories typically indicate
positive unplanned inventory investment and a slowing economy, as sales are less than
had been forecast. Falling inventories typically indicate negative unplanned inventory
investment and a growing economy, as sales are greater than forecast. In the next sec-
tion, we will see how production adjustments in response to fluctuations in sales and
inventories ensure that the value of final goods and services actually produced is equal
to desired purchases of those final goods and services.
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Check Your Understanding 
1. Explain why a decline in investment spending caused by a change

in business expectations leads to a fall in consumer spending.

2. What is the multiplier if the marginal propensity to consume is
0.5? What is it if MPC is 0.8?

3. Suppose a crisis in the capital markets makes consumers unable
to borrow and unable to save money. What implication does
this have for the effects of expected future disposable income
on consumer spending?

4. For each event, explain whether the initial effect is a change in
planned investment spending or a change in unplanned
inventory investment, and indicate the direction of the change.
a. an unexpected increase in consumer spending
b. a sharp rise in the cost of business borrowing
c. a sharp increase in the economy’s growth rate of real GDP
d. an unanticipated fall in sales

Solutions appear at the back of the book.

Tackle the Test: Multiple-Choice Questions
1. Changes in which of the following leads to a shift of the

aggregate consumption function? 
I. expected future disposable income

II. aggregate wealth
III. current disposable income

a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

2. The slope of a family’s consumption function is equal to
a. the real interest rate.
b. the inflation rate.
c. the marginal propensity to consume.

d. the rate of increase in household current disposable income.
e. the tax rate.

3. Given the consumption function c = $16,000 + 0.5 yd, if
individual household current disposable income is $20,000,
individual household consumer spending will equal
a. $36,000.
b. $26,000.
c. $20,000.
d. $16,000.
e. $6,000.

4. The level of planned investment spending is negatively related
to the
a. rate of return on investment.
b. level of consumer spending.
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c. level of actual investment spending.
d. interest rate.
e. all of the above.

5. Actual investment spending in any period is equal to 
a. planned investment spending + unplanned inventory

investment.

b. planned investment spending − unplanned inventory
investment.

c. planned investment spending + inventory decreases.
d. unplanned inventory investment + inventory increases.
e. unplanned inventory investment − inventory increases.

Tackle the Test: Free-Response Questions

Answer (7 points)

1 point: 0.8

1 point: $47,000

1 point: Vertical axis labeled “Consumer spending” and horizontal axis labeled
“Current disposable income”

1 point: Vertical intercept of $15,000

1 point: Upward sloping consumption function

1 point: 0.8

1 point: Consumption function shifts downward 

2. List the three most important factors affecting planned
investment spending. Explain how each is related to actual
investment spending.

Consumer
spending

Current disposable income

$15,000

cf2

cf1

0

1. Use the consumption function provided to answer the
following questions.

c = $15,000 + 0.8 × yd

a. What is the value of the marginal propensity to consume?
b. If individual household current disposable income is

$40,000, individual household consumer spending will
equal how much?

c. Draw a correctly labeled graph showing this consumption
function.

d. What is the slope of this consumption function?
e. On your graph from part c, show what would happen if

expected future income decreased.



What you will learn 
in this Module:
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• How the aggregate demand

curve illustrates the

relationship between the

aggregate price level and the

quantity of aggregate output

demanded in the economy

• How the wealth effect and

interest rate effect explain the

aggregate demand curve’s

negative slope

• What factors can shift the

aggregate demand curve

Module 17
Aggregate Demand:
Introduction and
Determinants

Aggregate Demand 
The Great Depression, the great majority of economists agree, was the result of a mas-
sive negative demand shock. What does that mean? When economists talk about a fall
in the demand for a particular good or service, they’re referring to a leftward shift of the
demand curve. Similarly, when economists talk about a negative demand shock to the
economy as a whole, they’re referring to a leftward shift of the aggregate demand
curve, a curve that shows the relationship between the aggregate price level and the
quantity of aggregate output demanded by households, firms, the government, and the
rest of the world.

Figure 17.1 shows what the aggregate demand curve may have looked like in 1933, at
the end of the 1929–1933 recession. The horizontal axis shows the total quantity of do-
mestic goods and services demanded, measured in 2005 dollars. We use real GDP to
measure aggregate output and will often use the two terms interchangeably. The verti-
cal axis shows the aggregate price level, measured by the GDP deflator. With these vari-
ables on the axes, we can draw a curve, AD, showing how much aggregate output would
have been demanded at any given aggregate price level. Since AD is meant to illustrate
aggregate demand in 1933, one point on the curve corresponds to actual data for 1933,
when the aggregate price level was 7.9 and the total quantity of domestic final goods
and services purchased was $716 billion in 2005 dollars.

As drawn in Figure 17.1, the aggregate demand curve is downward sloping, indicat-
ing a negative relationship between the aggregate price level and the quantity of aggre-
gate output demanded. A higher aggregate price level, other things equal, reduces the
quantity of aggregate output demanded; a lower aggregate price level, other things
equal, increases the quantity of aggregate output demanded. According to Figure 17.1,
if the price level in 1933 had been 5.0 instead of 7.9, the total quantity of domestic final

The aggregate demand curve shows the

relationship between the aggregate price

level and the quantity of aggregate output

demanded by households, businesses, the

government, and the rest of the world.
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goods and services demanded would have been $950 billion in 2005 dollars instead of
$716 billion.

The first key question about the aggregate demand curve involves its negative slope.

Why Is the Aggregate Demand Curve Downward
Sloping?
In Figure 17.1, the curve AD slopes downward. Why? Recall the basic equation of na-
tional income accounting:

(17-1) GDP = C + I + G + X − IM

where C is consumer spending, I is investment spending, G is government purchases of
goods and services, X is exports to other countries, and IM is imports. If we measure
these variables in constant dollars—that is, in prices of a base year—then C + I + G +
X − IM represents the quantity of domestically produced final goods and services de-
manded during a given period. G is decided by the government, but the other variables
are private -sector decisions. To understand why the aggregate demand curve slopes
downward, we need to understand why a rise in the aggregate price level reduces C, I,
and X − IM.

You might think that the downward slope of the aggregate demand curve is a natural
consequence of the law of demand. That is, since the demand curve for any one good is
downward sloping, isn’t it natural that the demand curve for aggregate output is also
downward sloping? This turns out, however, to be a misleading parallel. The demand
curve for any individual good shows how the quantity demanded depends on the price
of that good, holding the prices of other goods and services constant. The main reason the quan-
tity of a good demanded falls when the price of that good rises—that is, the quantity of a
good demanded falls as we move up the demand curve—is that people switch their con-
sumption to other goods and services that have become relatively less expensive.

But when we consider movements up or down the aggregate demand curve, we’re con-
sidering a simultaneous change in the prices of all final goods and services. Furthermore, changes

f i g u r e 17.1

The Aggregate 
Demand Curve
The aggregate demand curve shows
the relationship between the aggregate
price level and the quantity of aggre-
gate output demanded. The curve is
downward sloping due to the wealth
effect of a change in the aggregate
price level and the interest rate effect
of a change in the aggregate price
level. Corresponding to the actual 1933
data, here the total quantity of goods
and services demanded at an aggre-
gate price level of 7.9 is $716 billion in
2005 dollars. According to our hypo-
thetical curve, however, if the aggre-
gate price level had been only 5.0, the
quantity of aggregate output demanded
would have risen to $950 billion.

5.0

7.9

Aggregate price
level (GDP deflator,

2005 = 100)

Aggregate demand 
curve, AD

1933

A movement down the 
AD curve leads to a lower 
aggregate price level and 
higher aggregate output. 

0 950 $716 Real GDP
(billions of 

2005 dollars)



in the composition of goods and services in consumer spending aren’t relevant to the ag-
gregate demand curve: if consumers decide to buy fewer clothes but more cars, this doesn’t
necessarily change the total quantity of final goods and services they demand.

Why, then, does a rise in the aggregate price level lead to a fall in the quantity of all
domestically produced final goods and services demanded? There are two main rea-
sons: the wealth effect and the interest rate effect of a change in the aggregate price level.

The Wealth Effect An increase in the aggregate price level, other things equal, reduces
the purchasing power of many assets. Consider, for example, someone who has $5,000
in a bank account. If the aggregate price level were to rise by 25%, that $5,000 would
buy only as much as $4,000 would have bought previously. With the loss in purchas-
ing power, the owner of that bank account would probably scale back his or her con-
sumption plans. Millions of other people would respond the same way, leading to a

fall in spending on final goods and services, because a rise in the
aggregate price level reduces the purchasing power of everyone’s
bank account. 

Correspondingly, a fall in the aggregate price level increases
the purchasing power of consumers’ assets and leads to more
consumer demand. The wealth effect of a change in the aggre-
gate price level is the change in consumer spending caused by
the altered purchasing power of consumers’ assets. Because of
the wealth effect, consumer spending, C, falls when the aggregate
price level rises, leading to a downward -sloping aggregate de-
mand curve.

The Interest Rate Effect Economists use the term money in its
narrowest sense to refer to cash and bank deposits on which
people can write checks. People and firms hold money because
it reduces the cost and inconvenience of making transactions.

An increase in the aggregate price level, other things equal, reduces the purchasing
power of a given amount of money holdings. To purchase the same basket of goods
and services as before, people and firms now need to hold more money. So, in re-
sponse to an increase in the aggregate price level, the public tries to increase its
money holdings, either by borrowing more or by selling assets such as bonds. This
reduces the funds available for lending to other borrowers and drives interest rates
up. A rise in the interest rate reduces investment spending because it makes the cost
of borrowing higher. It also reduces consumer spending because households save
more of their disposable income. So a rise in the aggregate price level depresses in-
vestment spending, I, and consumer spending, C, through its effect on the purchas-
ing power of money holdings, an effect known as the interest rate effect of a
change in the aggregate price level. This also leads to a downward -sloping aggre-
gate demand curve.

Shifts of the Aggregate Demand Curve
When we introduced the analysis of supply and demand in the market for an indi-
vidual good, we stressed the importance of the distinction between movements along
the demand curve and shifts of the demand curve. The same distinction applies to the
aggregate demand curve. Figure 17.1 shows a movement along the aggregate demand
curve, a change in the aggregate quantity of goods and services demanded as the ag-
gregate price level changes. But there can also be shifts of the aggregate demand
curve, changes in the quantity of goods and services demanded at any given price
level, as shown in Figure 17.2. When we talk about an increase in aggregate demand,
we mean a shift of the aggregate demand curve to the right, as shown in panel (a) by
the shift from AD1 to AD2. A rightward shift occurs when the quantity of aggregate
output demanded increases at any given aggregate price level. A decrease in aggre-
gate demand means that the AD curve shifts to the left, as in panel (b). A leftward
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When the aggregate price level falls, the
purchasing power of consumers’ assets
rises, leading shoppers to place more
items in their carts.
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The wealth effect of a change in the

aggregate price level is the change in

consumer spending caused by the altered

purchasing power of consumers’ assets.

The interest rate effect of a change in

the aggregate price level is the change in

investment and consumer spending caused

by altered interest rates that result from

changes in the demand for money.



shift implies that the quantity of aggregate output demanded falls at any given ag-
gregate price level.

A number of factors can shift the aggregate demand curve. Among the most im-
portant factors are changes in expectations, changes in wealth, and the size of the ex-
isting stock of physical capital. In addition, both fiscal and monetary policy can shift
the aggregate demand curve. All five factors set the multiplier process in motion. By
causing an initial rise or fall in real GDP, they change disposable income, which leads
to additional changes in aggregate spending, which lead to further changes in real
GDP, and so on. For an overview of factors that shift the aggregate demand curve, see
Table 17.1 on the next page.

Changes in Expectations Both consumer spending and planned investment spending
depend in part on people’s expectations about the future. Consumers base their spend-
ing not only on the income they have now but also on the income they expect to have in
the future. Firms base their planned investment spending not only on current condi-
tions but also on the sales they expect to make in the future. As a result, changes in ex-
pectations can push consumer spending and planned investment spending up or
down. If consumers and firms become more optimistic, aggregate spending rises; if
they become more pessimistic, aggregate spending falls. In fact, short -run economic
forecasters pay careful attention to surveys of consumer and business sentiment. In
particular, forecasters watch the Consumer Confidence Index, a monthly measure cal-
culated by the Conference Board, and the Michigan Consumer Sentiment Index, a sim-
ilar measure calculated by the University of Michigan.

Changes in Wealth Consumer spending depends in part on the value of household
assets. When the real value of these assets rises, the purchasing power they embody
also rises, leading to an increase in aggregate spending. For example, in the 1990s,
there was a significant rise in the stock market that increased aggregate demand. And
when the real value of household assets falls—for example, because of a stock market
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(a) Rightward Shift

AD2 AD2AD1 AD1

Real GDP

Aggregate
price
level

(b) Leftward Shift

Increase in
Aggregate
Demand

Decrease in
Aggregate
Demand

Shifts of the Aggregate Demand Curvef i g u r e 17.2

Panel (a) shows the effect of events that increase the quantity of
aggregate output demanded at any given aggregate price level, for
example, improvements in business and consumer expectations or
increased government spending. Such changes shift the aggregate
demand curve to the right, from AD1 to AD2. Panel (b) shows the

effect of events that decrease the quantity of aggregate output de-
manded at any given aggregate price level, such as a fall in wealth
caused by a stock market decline. This shifts the aggregate de-
mand curve leftward from AD1 to AD2.



crash—the purchasing power they embody is reduced and aggre-
gate demand also falls. The stock market crash of 1929 was a sig-
nificant factor leading to the Great Depression. Similarly, a sharp
decline in real estate values was a major factor depressing con-
sumer spending in 2008.

Size of the Existing Stock of Physical Capital Firms engage in
planned investment spending to add to their stock of physical capi-
tal. Their incentive to spend depends in part on how much physical
capital they already have: the more they have, the less they will feel a
need to add more, other things equal. The same applies to other
types of investment spending—for example, if a large number of
houses have been built in recent years, this will depress the demand
for new houses and as a result also tend to reduce residential invest-
ment spending. In fact, that’s part of the reason for the deep slump

in residential investment spending that began in 2006. The housing boom of the previ-
ous few years had created an oversupply of houses: by spring 2008, the inventory of un-
sold houses on the market was equal to more than 11 months of sales, and prices had
fallen more than 20% from their peak. This gave the construction industry little incen-
tive to build even more homes.

Government Policies and Aggregate Demand One of the key insights of macro-
economics is that the government can have a powerful influence on aggregate de-
mand and that, in some circumstances, this influence can be used to improve
economic performance.

The two main ways the government can influence the aggregate demand curve are
through fiscal policy and monetary policy. We’ll briefly discuss their influence on ag-
gregate demand, leaving a full -length discussion for later.

Fiscal Policy Fiscal policy is the use of either government spending—government
purchases of final goods and services and government transfers—or tax policy to stabi-
lize the economy. In practice, governments often respond to recessions by increasing
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The loss of wealth resulting from the
stock market crash of 1929 was a 
significant factor leading to the 
Great Depression.

FP
G

/G
et

ty
 Im

ag
es

Fiscal policy is the use of taxes,

government transfers, or government

purchases of goods and services to stabilize

the economy.

Factors That Shift the Aggregate Demand Curve

Changes in expectations

If consumers and firms become more optimistic, . . . . . . aggregate demand increases.

If consumers and firms become more pessimistic, . . . . . . aggregate demand decreases.

Changes in wealth

If the real value of household assets rises, . . . . . . aggregate demand increases.

If the real value of household assets falls, . . . . . . aggregate demand decreases.

Size of the existing stock of physical capital

If the existing stock of physical capital is relatively small, . . . . . . aggregate demand increases.

If the existing stock of physical capital is relatively large, . . . . . . aggregate demand decreases.

Fiscal policy

If the government increases spending or cuts taxes, . . . . . . aggregate demand increases.

If the government reduces spending or raises taxes, . . . . . . aggregate demand decreases.

Monetary policy

If the central bank increases the quantity of money, . . . . . . aggregate demand increases.

If the central bank reduces the quantity of money, . . . . . . aggregate demand decreases.

t a b l e 17.1



spending, cutting taxes, or both. They often respond to inflation by reducing spending
or increasing taxes.

The effect of government purchases of final goods and services, G, on the aggregate
demand curve is direct because government purchases are themselves a component of
aggregate demand. So an increase in government purchases shifts the aggregate de-
mand curve to the right and a decrease shifts it to the left. History’s most dramatic ex-
ample of how increased government purchases affect aggregate demand was the effect
of wartime government spending during World War II. Because of the war, U.S. federal
purchases surged 400%. This increase in purchases is usually credited with ending the
Great Depression. In the 1990s, Japan used large public works projects—such as gov-
ernment -financed construction of roads, bridges, and dams—in an effort to increase
aggregate demand in the face of a slumping economy.

In contrast, changes in either tax rates or government transfers influence the
economy indirectly through their effect on disposable income. A lower tax rate means
that consumers get to keep more of what they earn, increasing their disposable in-
come. An increase in government transfers also increases consumers’ disposable 
income. In either case, this increases consumer spending and shifts the aggregate de-
mand curve to the right. A higher tax rate or a reduction in transfers reduces the
amount of disposable income received by consumers. This reduces consumer spend-
ing and shifts the aggregate demand curve to the left.

Monetary Policy In the next section, we will study the Federal Reserve System and
monetary policy in detail. At this point, we just need to note that the Federal Reserve
controls monetary policy—the use of changes in the quantity of money or the interest
rate to stabilize the economy. We’ve just discussed how a rise in the aggregate price
level, by reducing the purchasing power of money holdings, causes a rise in the interest
rate. That, in turn, reduces both investment spending and consumer spending.

But what happens if the quantity of money in the hands of households and firms
changes? In modern economies, the quantity of money in circulation is largely deter-
mined by the decisions of a central bank created by the government. As we’ll learn in
more detail later, the Federal Reserve, the U.S. central bank, is a special institution that
is neither exactly part of the government nor exactly a private institution. When the
central bank increases the quantity of money in circulation, households and firms have
more money, which they are willing to lend out. The effect is to drive the interest rate
down at any given aggregate price level, leading to higher investment spending and
higher consumer spending. That is, increasing the quantity of money shifts the aggre-
gate demand curve to the right. Reducing the quantity of money has the opposite ef-
fect: households and firms have less money holdings than before, leading them to
borrow more and lend less. This raises the interest rate, reduces investment spending
and consumer spending, and shifts the aggregate demand curve to the left.
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M o d u l e 17 AP R e v i e w

Check Your Understanding 
1. Determine the effect on aggregate demand of each of the

following events. Explain whether it represents a movement
along the aggregate demand curve (up or down) or a shift of the
curve (leftward or rightward).
a. a rise in the interest rate caused by a change in monetary policy
b. a fall in the real value of money in the economy due to a

higher aggregate price level

c. news of a worse-than-expected job market next year
d. a fall in tax rates
e. a rise in the real value of assets in the economy due to a

lower aggregate price level
f. a rise in the real value of assets in the economy due to a

surge in real estate values

Solutions appear at the back of the book.

Monetary policy is the central bank’s use

of changes in the quantity of money or the

interest rate to stabilize the economy.
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Tackle the Test: Multiple-Choice Questions
1. Which of the following explains the slope of the aggregate

demand curve?
I. the wealth effect of a change in the aggregate price level

II. the interest rate effect of a change in the aggregate price
level

III. the product-substitution effect of a change in the
aggregate price level

a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

2. Which of the following will shift the aggregate demand curve to
the right?
a. a decrease in wealth
b. pessimistic consumer expectations
c. a decrease in the existing stock of capital
d. contractionary fiscal policy
e. a decrease in the quantity of money

3. The Consumer Confidence Index is used to measure which of
the following?
a. the level of consumer spending
b. the rate of return on investments
c. consumer expectations
d. planned investment spending
e. the level of current disposable income

4. Decreases in the stock market decrease aggregate demand by
decreasing which of the following?
a. consumer wealth
b. the price level
c. the stock of existing physical capital
d. interest rates
e. tax revenues

5. Which of the following government policies will shift the
aggregate demand curve to the left?
a. a decrease in the quantity of money
b. an increase in government purchases of goods and services 
c. a decrease in taxes
d. a decrease in interest rates
e. an increase in government transfers

Tackle the Test: Free-Response Questions
1. a. Draw a correctly labeled graph showing aggregate demand. 

b. On your graph from part a, illustrate an increase in
aggregate demand.

c. List the four factors that shift aggregate demand.
d. Describe a change in each determinant of aggregate

demand that would lead to the shift you illustrated in 
part b.

Answer (12 points)

1 point: Vertical axis labeled “Aggregate price level” (or “Price level”)

1 point: Horizontal axis labeled “Real GDP”

Real GDP

Aggregate
price
level

AD2AD1

Increase in
Aggregate
Demand

1 point: Downward sloping curve labeled “AD” (or “AD1”)

1 point: AD curve shifted to the right

1 point: Expectations

1 point: Wealth

1 point: Size of existing stock of physical capital

1 point: Government policies

1 point: Consumers/Producers more confident

1 point: Increase in wealth

1 point: Lower existing stock of physical capital

1 point: An increase in government spending or in the money supply

2. Identify the two effects that cause the aggregate demand curve
to have a downward slope. Explain each.



Module 18
Aggregate Supply:
Introduction and
Determinants

Aggregate Supply 
Between 1929 and 1933, there was a sharp fall in aggregate demand—a reduction in the
quantity of goods and services demanded at any given price level. One consequence of
the economy -wide decline in demand was a fall in the prices of most goods and serv-
ices. By 1933, the GDP deflator (one of the price indexes) was 26% below its 1929 level,
and other indexes were down by similar amounts. A second consequence was a decline
in the output of most goods and services: by 1933, real GDP was 27% below its 1929
level. A third consequence, closely tied to the fall in real GDP, was a surge in the unem-
ployment rate from 3% to 25%.

The association between the plunge in real GDP and the plunge in prices wasn’t an
accident. Between 1929 and 1933, the U.S. economy was moving down its aggregate
supply curve, which shows the relationship between the economy’s aggregate price
level (the overall price level of final goods and services in the economy) and the total
quantity of final goods and services, or aggregate output, producers are willing to sup-
ply. (As you will recall, we use real GDP to measure aggregate output, and we’ll often
use the two terms interchangeably.) More specifically, between 1929 and 1933, the U.S.
economy moved down its short -run aggregate supply curve.

The Short-Run Aggregate Supply Curve
The period from 1929 to 1933 demonstrated that there is a positive relationship in
the short run between the aggregate price level and the quantity of aggregate output
supplied. That is, a rise in the aggregate price level is associated with a rise in the quan-
tity of aggregate output supplied, other things equal; a fall in the aggregate price level
is associated with a fall in the quantity of aggregate output supplied, other things
equal. To understand why this positive relationship exists, consider the most basic

What you will learn 
in this Module:
• How the aggregate supply

curve illustrates the

relationship between the

aggregate price level and the

quantity of aggregate output

supplied in the economy 

• What factors can shift the

aggregate supply curve

• Why the aggregate supply

curve is different in the short

run from in the long run
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The aggregate supply curve shows the

relationship between the aggregate price

level and the quantity of aggregate output

supplied in the economy.
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question facing a producer: is producing a unit of output profitable or not? Let’s de-
fine profit per unit:

(18-1) Profit per unit of output = 
Price per unit of output − Production cost per unit of output

Thus, the answer to the question depends on whether the price the producer re-
ceives for a unit of output is greater or less than the cost of producing that unit of out-
put. At any given point in time, many of the costs producers face are fixed per unit of

output and can’t be changed for an extended period of time. Typi-
cally, the largest source of inflexible production cost is the wages paid
to workers. Wages here refers to all forms of worker compensation, in-
cluding employer -paid health care and retirement benefits in addition
to earnings. 

Wages are typically an inflexible production cost because the dollar
amount of any given wage paid, called the nominal wage, is often de-
termined by contracts that were signed some time ago. And even when
there are no formal contracts, there are often informal agreements be-
tween management and workers, making companies reluctant to
change wages in response to economic conditions. For example, com-
panies usually will not reduce wages during poor economic times—
unless the downturn has been particularly long and severe—for fear of
generating worker resentment. Correspondingly, they typically won’t
raise wages during better economic times—until they are at risk of los-
ing workers to competitors—because they don’t want to encourage

workers to routinely demand higher wages. As a result of both formal and informal
agreements, then, the economy is characterized by sticky wages: nominal wages that
are slow to fall even in the face of high unemployment and slow to rise even in the face
of labor shortages. It’s important to note, however, that nominal wages cannot be
sticky forever: ultimately, formal contracts and informal agreements will be renegoti-
ated to take into account changed economic circumstances. How long it takes for
nominal wages to become flexible is an integral component of what distinguishes the
short run from the long run.

To understand how the fact that many costs are fixed in nominal terms gives rise to
an upward -sloping short -run aggregate supply curve, it’s helpful to know that prices
are set somewhat differently in different kinds of markets. In perfectly competitive mar-
kets, producers take prices as given; in imperfectly competitive markets, producers have
some ability to choose the prices they charge. In both kinds of markets, there is a short -
run positive relationship between prices and output, but for slightly different reasons.

Let’s start with the behavior of producers in perfectly competitive markets; remem-
ber, they take the price as given. Imagine that, for some reason, the aggregate price level
falls, which means that the price received by the typical producer of a final good or
service falls. Because many production costs are fixed in the short run, production cost
per unit of output doesn’t fall by the same proportion as the fall in the price of output.
So the profit per unit of output declines, leading perfectly competitive producers to re-
duce the quantity supplied in the short run.

On the other hand, suppose that for some reason the aggregate price level rises. As a
result, the typical producer receives a higher price for its final good or service. Again,
many production costs are fixed in the short run, so production cost per unit of output
doesn’t rise by the same proportion as the rise in the price of a unit. And since the typi-
cal perfectly competitive producer takes the price as given, profit per unit of output
rises and output increases.

Now consider an imperfectly competitive producer that is able to set its own price. If
there is a rise in the demand for this producer’s product, it will be able to sell more at
any given price. Given stronger demand for its products, it will probably choose to in-
crease its prices as well as its output, as a way of increasing profit per unit of output. In
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The nominal wage is the dollar amount of

the wage paid.

Sticky wages are nominal wages that are

slow to fall even in the face of high

unemployment and slow to rise even in the

face of labor shortages.



fact, industry analysts often talk about variations in an industry’s “pricing power”:
when demand is strong, firms with pricing power are able to raise prices—and they do.

Conversely, if there is a fall in demand, firms will normally try to limit the fall in
their sales by cutting prices.

Both the responses of firms in perfectly competitive industries and those of firms in
imperfectly competitive industries lead to an upward -sloping relationship between ag-
gregate output and the aggregate price level. The positive relationship between the ag-
gregate price level and the quantity of aggregate output producers are willing to supply
during the time period when many production costs, particularly nominal wages, can
be taken as fixed is illustrated by the short -run aggregate supply curve. The positive
relationship between the aggregate price level and aggregate output in the short run
gives the short -run aggregate supply curve its upward slope. Figure 18.1 shows a hypo-
thetical short -run aggregate supply curve, SRAS, that matches actual U.S. data for 1929
and 1933. On the horizontal axis is aggregate output (or, equivalently, real GDP)—the
total quantity of final goods and services supplied in the economy—measured in 2005
dollars. On the vertical axis is the aggregate price level as measured by the GDP defla-
tor, with the value for the year 2005 equal to 100. In 1929, the aggregate price level was
10.6 and real GDP was $977 billion. In 1933, the aggregate price level was 7.9 and real
GDP was only $716 billion. The movement down the SRAS curve corresponds to the
deflation and fall in aggregate output experienced over those years.

Shifts of the Short -Run Aggregate Supply Curve 
Figure 18.1 shows a movement along the short -run aggregate supply curve, as the aggregate
price level and aggregate output fell from 1929 to 1933. But there can also be shifts of the
short -run aggregate supply curve, as shown in Figure 18.2 on the next page. Panel (a)
shows a decrease in short -run aggregate supply—a leftward shift of the short -run aggregate
supply curve. Aggregate supply decreases when producers reduce the quantity of aggre-
gate output they are willing to supply at any given aggregate price level. Panel (b) shows
an increase in short -run aggregate supply—a rightward shift of the short -run aggregate supply
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The short -run aggregate supply 

curve shows the relationship between 

the aggregate price level and the quantity 

of aggregate output supplied that exists in 

the short run, the time period when many

production costs can be taken as fixed.

f i g u r e 18.1

The Short -Run
Aggregate Supply Curve
The short -run aggregate supply curve
shows the relationship between the
aggregate price level and the quantity
of aggregate output supplied in the
short run, the period in which many
production costs such as nominal
wages are fixed. It is upward  sloping
because a higher aggregate price
level leads to higher profit per unit of
output and higher aggregate output
given fixed nominal wages. Here we
show numbers corresponding to the
Great Depression, from 1929 to 1933:
when deflation occurred and the ag-
gregate price level fell from 10.6 (in
1929) to 7.9 (in 1933), firms re-
sponded by reducing the quantity of
aggregate output supplied from $977
billion to $716 billion measured in
2005 dollars.

10.6

7.9

Aggregate price
level (GDP deflator,

2005 = 100) Short-run aggregate 
supply curve, SRAS

1929

1933
A movement down 
the SRAS curve leads 
to deflation and lower 
aggregate output. 

$7160 977 Real GDP
(billions of 

2005 dollars)



curve. Aggregate supply increases when producers increase the quantity of aggregate out-
put they are willing to supply at any given aggregate price level.

To understand why the short -run aggregate supply curve can shift, it’s important to
recall that producers make output decisions based on their profit per unit of output.
The short -run aggregate supply curve illustrates the relationship between the aggregate
price level and aggregate output: because some production costs are fixed in the short
run, a change in the aggregate price level leads to a change in producers’ profit per unit
of output and, in turn, leads to a change in aggregate output. But other factors besides
the aggregate price level can affect profit per unit and, in turn, aggregate output. It is
changes in these other factors that will shift the short -run aggregate supply curve.

To develop some intuition, suppose that something happens that raises production
costs—say, an increase in the price of oil. At any given price of output, a producer now
earns a smaller profit per unit of output. As a result, producers reduce the quantity
supplied at any given aggregate price level, and the short -run aggregate supply curve
shifts to the left. If, in contrast, something happens that lowers production costs—say,
a fall in the nominal wage—a producer now earns a higher profit per unit of output at
any given price of output. This leads producers to increase the quantity of aggregate
output supplied at any given aggregate price level, and the short -run aggregate supply
curve shifts to the right.

Now we’ll look more closely at the link between important factors that affect pro-
ducers’ profit per unit and shifts in the short -run aggregate supply curve.

Changes in Commodity Prices A surge in the price of oil caused problems for the U.S.
economy in the 1970s and in early 2008. Oil is a commodity, a standardized input
bought and sold in bulk quantities. An increase in the price of a commodity—oil—
raised production costs across the economy and reduced the quantity of aggregate out-
put supplied at any given aggregate price level, shifting the short -run aggregate supply
curve to the left. Conversely, a decline in commodity prices reduces production costs,
leading to an increase in the quantity supplied at any given aggregate price level and a
rightward shift of the short -run aggregate supply curve.
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Real GDP

Aggregate 
price
level 

(a) Leftward Shift

SRAS2
SRAS1

SRAS1
SRAS2

Real GDP

Aggregate
price
level

(b) Rightward Shift

Decrease in Short-Run
Aggregate Supply

Increase in Short-Run
Aggregate Supply

Shifts of the Short -Run Aggregate Supply Curvef i g u r e 18.2

Panel (a) shows a decrease in short -run aggregate supply: the short -
run aggregate supply curve shifts leftward from SRAS1 to SRAS2,
and the quantity of aggregate output supplied at any given aggre-
gate price level falls. Panel (b) shows an increase in short -run ag-

gregate supply: the short -run aggregate supply curve shifts right-
ward from SRAS1 to SRAS2, and the quantity of aggregate output
supplied at any given aggregate price level rises.



Why isn’t the influence of commodity prices
already captured by the short -run aggregate sup-
ply curve? Because commodities—unlike, say,
soft drinks—are not a final good, their prices are
not included in the calculation of the aggregate
price level. Furthermore, commodities represent
a significant cost of production to most suppli-
ers, just like nominal wages do. So changes in
commodity prices have large impacts on produc-
tion costs. And in contrast to noncommodities,
the prices of commodities can sometimes
change drastically due to industry -specific
shocks to supply—such as wars in the Middle
East or rising Chinese demand that leaves less oil
for the United States.

Changes in Nominal Wages At any given point
in time, the dollar wages of many workers are
fixed because they are set by contracts or infor-
mal agreements made in the past. Nominal
wages can change, however, once enough time
has passed for contracts and informal agree-
ments to be renegotiated. Suppose, for example,
that there is an economy -wide rise in the cost of
health care insurance premiums paid by employers as part of employees’ wages. From
the employers’ perspective, this is equivalent to a rise in nominal wages because it is an
increase in employer -paid compensation. So this rise in nominal wages increases pro-
duction costs and shifts the short -run aggregate supply curve to the left. Conversely,
suppose there is an economy -wide fall in the cost of such premiums. This is equivalent
to a fall in nominal wages from the point of view of employers; it reduces production
costs and shifts the short -run aggregate supply curve to the right.

An important historical fact is that during the 1970s, the surge in the price of oil
had the indirect effect of also raising nominal wages. This “knock -on” effect occurred
because many wage contracts included cost -of -living allowances that automatically raised
the nominal wage when consumer prices increased. Through this channel, the surge in
the price of oil—which led to an increase in overall consumer prices—ultimately caused
a rise in nominal wages. So the economy, in the end, experienced two leftward shifts of
the aggregate supply curve: the first generated by the initial surge in the price of oil, the
second generated by the induced increase in nominal wages. The negative effect on the
economy of rising oil prices was greatly magnified through the cost -of -living al-
lowances in wage contracts. Today, cost -of -living allowances in wage contracts are rare.

Changes in Productivity An increase in productivity
means that a worker can produce more units of output
with the same quantity of inputs. For example, the in-
troduction of bar -code scanners in retail stores greatly
increased the ability of a single worker to stock, inventory,
and resupply store shelves. As a result, the cost to a store of
“producing” a dollar of sales fell and profit rose. And, corre-
spondingly, the quantity supplied increased. (Think of Wal-
mart and the increase in the number of its stores as an
increase in aggregate supply.) So a rise in productivity, what-
ever the source, increases producers’ profits and shifts the
short -run aggregate supply curve to the right. Conversely, a
fall in productivity—say, due to new regulations that require work-
ers to spend more time filling out forms—reduces the number of
units of output a worker can produce with the same quantity of inputs.
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Signs of the times: high oil prices caused
high gasoline prices in 2008.
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Consequently, the cost per unit of output rises, profit falls, and quantity supplied falls.
This shifts the short -run aggregate supply curve to the left.

For a summary of the factors that shift the short -run aggregate supply curve, see
Table 18.1.

The Long-Run Aggregate Supply Curve 
We’ve just seen that in the short run, a fall in the aggregate price level leads to a de-
cline in the quantity of aggregate output supplied. This is the result of nominal wages
that are sticky in the short run. But as we mentioned earlier, contracts and informal
agreements are renegotiated in the long run. So in the long run, nominal wages—like
the aggregate price level—are flexible, not sticky. Wage flexibility greatly alters the
long -run relationship between the aggregate price level and aggregate supply. In fact,
in the long run the aggregate price level has no effect on the quantity of aggregate out-
put supplied.

To see why, let’s conduct a thought experiment. Imagine that you could wave a
magic wand—or maybe a magic bar -code scanner—and cut all prices in the economy in
half at the same time. By “all prices” we mean the prices of all inputs, including nomi-
nal wages, as well as the prices of final goods and services. What would happen to ag-
gregate output, given that the aggregate price level has been halved and all input prices,
including nominal wages, have been halved?

The answer is: nothing. Consider Equation 18-1 again: each producer would re-
ceive a lower price for its product, but costs would fall by the same proportion. As a
result, every unit of output profitable to produce before the change in prices would
still be profitable to produce after the change in prices. So a halving of all prices in
the economy has no effect on the economy’s aggregate output. In other words,
changes in the aggregate price level now have no effect on the quantity of aggregate
output supplied.

In reality, of course, no one can change all prices by the same proportion at the same
time. But now, we’ll consider the long run, the period of time over which all prices are
fully flexible. In the long run, inflation or deflation has the same effect as someone
changing all prices by the same proportion. As a result, changes in the aggregate price
level do not change the quantity of aggregate output supplied in the long run. That’s
because changes in the aggregate price level will, in the long run, be accompanied by
equal proportional changes in all input prices, including nominal wages.

The long -run aggregate supply curve, illustrated in Figure 18.3 by the curve LRAS,
shows the relationship between the aggregate price level and the quantity of aggregate
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Factors that Shift the Short -Run Aggregate Supply Curve

Changes in commodity prices

If commodity prices fall, . . . . . . short - run aggregate supply increases.

If commodity prices rise, . . . . . . short - run aggregate supply decreases.

Changes in nominal wages

If nominal wages fall, . . . . . . short - run aggregate supply increases.

If nominal wages rise, . . . . . . short - run aggregate supply decreases.

Changes in productivity

If workers become more productive, . . . . . . short - run aggregate supply increases.

If workers become less productive, . . . . . . short - run aggregate supply decreases.

t a b l e 18.1

The long -run aggregate supply curve

shows the relationship between the

aggregate price level and the quantity of

aggregate output supplied that would exist 

if all prices, including nominal wages, were

fully flexible.



output supplied that would exist if all prices, including nominal wages, were fully flex-
ible. The long -run aggregate supply curve is vertical because changes in the aggregate
price level have no effect on aggregate output in the long run. At an aggregate price level
of 15.0, the quantity of aggregate output supplied is $800 billion in 2005 dollars. If the
aggregate price level falls by 50% to 7.5, the quantity of aggregate output supplied is
unchanged in the long run at $800 billion in 2005 dollars.

It’s important to understand not only that the LRAS curve is vertical but also that its
position along the horizontal axis marks an important benchmark for output. The
horizontal intercept in Figure 18.3, where LRAS touches the horizontal axis ($800 bil-
lion in 2005 dollars), is the economy’s potential output, YP: the level of real GDP the
economy would produce if all prices, including nominal wages, were fully flexible.

In reality, the actual level of real GDP is almost always either above or below poten-
tial output. We’ll see why later, when we discuss the AD–AS model. Still, an economy’s
potential output is an important number because it defines the trend around which ac-
tual aggregate output fluctuates from year to year.

In the United States, the Congressional Budget Office, or CBO, estimates annual
potential output for the purpose of federal budget analysis. In Figure 18.4 on the next
page, the CBO’s estimates of U.S. potential output from 1989 to 2009 are represented
by the black line and the actual values of U.S. real GDP over the same period are repre-
sented by the blue line. Years shaded purple on the horizontal axis correspond to peri-
ods in which actual aggregate output fell short of potential output, years shaded green
to periods in which actual aggregate output exceeded potential output.

As you can see, U.S. potential output has risen steadily over time—implying a series
of rightward shifts of the LRAS curve. What has caused these rightward shifts? The an-
swer lies in the factors related to long -run growth:
■ increases in the quantity of resources, including land, labor, capital, and 

entrepreneurship
■ increases in the quality of resources, as with a better-educated workforce 
■ technological progress

Over the long run, as the size of the labor force and the productivity of labor both
rise, for example, the level of real GDP that the economy is capable of producing also
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f i g u r e 18.3

The Long -Run Aggregate
Supply Curve
The long -run aggregate supply curve
shows the quantity of aggregate output
supplied when all prices, including nom-
inal wages, are flexible. It is vertical at
potential output, YP, because in the long
run a change in the aggregate price
level has no effect on the quantity of ag-
gregate output supplied.

15.0

7.5

Aggregate price
level (GDP deflator,

2005 = 100)
Long-run aggregate
supply curve, LRAS

…leaves the quantity 
of aggregate output 
supplied unchanged 
in the long run.

A fall in the 
aggregate
price level… 

Potential
output, YP

0 $800 Real GDP (billions
of 2005 dollars)

Potential output is the level of real GDP the

economy would produce if all prices,

including nominal wages, were fully flexible.



rises. Indeed, one way to think about long -run economic growth is that it is the
growth in the economy’s potential output. We generally think of the long -run aggre-
gate supply curve as shifting to the right over time as an economy experiences long -
run growth.

From the Short Run to the Long Run 
As you can see in Figure 18.4, the economy normally produces more or less than poten-
tial output: actual aggregate output was below potential output in the early 1990s,
above potential output in the late 1990s, and below potential output for most of the
2000s. So the economy is normally on its short -run aggregate supply curve—but not on
its long -run aggregate supply curve. Why, then, is the long -run curve relevant? Does the
economy ever move from the short run to the long run? And if so, how?

The first step to answering these questions is to understand that the economy is al-
ways in one of only two states with respect to the short -run and long -run aggregate
supply curves. It can be on both curves simultaneously by being at a point where the
curves cross (as in the few years in Figure 18.4 in which actual aggregate output and
potential output roughly coincided). Or it can be on the short -run aggregate supply
curve but not the long -run aggregate supply curve (as in the years in which actual ag-
gregate output and potential output did not coincide). But that is not the end of the
story. If the economy is on the short -run but not the long -run aggregate supply curve,
the short -run aggregate supply curve will shift over time until the economy is at a
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Actual and Potential Output from 1989 to 2009f i g u r e 18.4

This figure shows the performance of actual and potential output
in the United States from 1989 to 2009. The black line shows esti-
mates, produced by the Congressional Budget Office, of U.S. po-
tential output, and the blue line shows actual aggregate output.
The purple -shaded years are periods in which actual aggregate
output fell below potential output, and the green -shaded years are

periods in which actual aggregate output exceeded potential out-
put. As shown, significant shortfalls occurred in the recessions of
the early 1990s and after 2000—particularly during the recession
that began in 2007. Actual aggregate output was significantly
above potential output in the boom of the late 1990s.
Source: Congressional Budget Office; Bureau of Economic Analysis.



point where both curves cross—a point where actual aggregate output is equal to po-
tential output.

Figure 18.5 illustrates how this process works. In both panels LRAS is the long -run
aggregate supply curve, SRAS1 is the initial short -run aggregate supply curve, and the
aggregate price level is at P1. In panel (a) the economy starts at the initial production
point, A1, which corresponds to a quantity of aggregate output supplied, Y1, that is
higher than potential output, YP. Producing an aggregate output level (such as Y1) that
is higher than potential output (YP) is possible only because nominal wages haven’t yet
fully adjusted upward. Until this upward adjustment in nominal wages occurs, produc-
ers are earning high profits and producing a high level of output. But a level of aggre-
gate output higher than potential output means a low level of unemployment. Because
jobs are abundant and workers are scarce, nominal wages will rise over time, gradually
shifting the short -run aggregate supply curve leftward. Eventually, it will be in a new
position, such as SRAS2. (Later, we’ll show where the short -run aggregate supply curve
ends up. As we’ll see, that depends on the aggregate demand curve as well.)

In panel (b), the initial production point, A1, corresponds to an aggregate output
level, Y1, that is lower than potential output, YP. Producing an aggregate output level
(such as Y1) that is lower than potential output (YP) is possible only because nominal
wages haven’t yet fully adjusted downward. Until this downward adjustment occurs,
producers are earning low (or negative) profits and producing a low level of output. An
aggregate output level lower than potential output means high unemployment. Be-
cause workers are abundant and jobs are scarce, nominal wages will fall over time, shift-
ing the short -run aggregate supply curve gradually to the right. Eventually, it will be in
a new position, such as SRAS2.

We’ll see shortly that these shifts of the short -run aggregate supply curve will return
the economy to potential output in the long run.
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Y1YP Real GDP

P1

Aggregate
price
level

SRAS2
LRAS

SRAS1

A1

A rise in
nominal
wages
shifts SRAS
leftward.

Y1 YP Real GDP

P1

Aggregate
price
level

SRAS1
LRAS

SRAS2

A1

A fall in
nominal
wages
shifts SRAS
rightward.

(a) Leftward Shift of the Short-Run 
Aggregate Supply Curve

(b) Rightward Shift of the Short-Run 
Aggregate Supply Curve

From the Short Run to the Long Runf i g u r e 18.5

In panel (a), the initial short -run aggregate supply curve is SRAS1.
At the aggregate price level, P1, the quantity of aggregate output
supplied, Y1, exceeds potential output, YP. Eventually, low unem-
ployment will cause nominal wages to rise, leading to a leftward
shift of the short -run aggregate supply curve from SRAS1 to

SRAS2. In panel (b), the reverse happens: at the aggregate price
level, P1, the quantity of aggregate output supplied is less than po-
tential output. High unemployment eventually leads to a fall in
nominal wages over time and a rightward shift of the short -run ag-
gregate supply curve.
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Prices and Output During the Great Depression
The figure shows the actual track of the ag-

gregate price level, as measured by the GDP

deflator, and real GDP, from 1929 to 1942. As

you can see, aggregate output and the aggre-

gate price level fell together from 1929 to

1933 and rose together from 1933 to 1937.

This is what we’d expect to see if the economy

were moving down the short -run aggregate

supply curve from 1929 to 1933 and moving

up it (with a brief reversal in 1937–1938)

thereafter.

But even in 1942 the aggregate price level

was still lower than it was in 1929; yet real GDP

was much higher. What happened?

The answer is that the short -run aggregate

supply curve shifted to the right over time. 

This shift partly reflected rising productivity—

a rightward shift of the underlying long -run

aggregate supply curve. But since the U.S.

economy was producing below potential out-

put and had high unemployment during this

period, the rightward shift of the short -run ag-

gregate supply curve also reflected the adjust-

ment process shown in panel (b) of Figure

18.5. So the movement of aggregate output

from 1929 to 1942 reflected both movements

along and shifts of the short -run aggregate

supply curve.
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Check Your Understanding 
1. Determine the effect on short -run aggregate supply of each of

the following events. Explain whether it represents a movement
along the SRAS curve or a shift of the SRAS curve.
a. A rise in the consumer price index (CPI) leads producers to

increase output.
b. A fall in the price of oil leads producers to increase output.
c. A rise in legally mandated retirement benefits paid to

workers leads producers to reduce output.

Solutions appear at the back of the book.

2. Suppose the economy is initially at potential output and the
quantity of aggregate output supplied increases. What
information would you need to determine whether this was 
due to a movement along the SRAS curve or a shift of the 
LRAS curve?

Tackle the Test: Multiple-Choice Questions
1. Which of the following will shift the short-run aggregate supply

curve? A change in 
a. profit per unit at any given price level.
b. commodity prices.

c. nominal wages.
d. productivity.
e. all of the above
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2. Because changes in the aggregate price level have no effect on
aggregate output in the long run, the long-run aggregate supply
curve is
a. vertical.
b. horizontal.
c. fixed.
d. negatively sloped.
e. positively sloped.

3. The horizontal intercept of the long-run aggregate supply 
curve is
a. at the origin.
b. negative.
c. at potential output.
d. equal to the vertical intercept.
e. always the same as the horizontal intercept of the short-run

aggregate supply curve.

4. A decrease in which of the following will cause the short-run
aggregate supply curve to shift to the left?
a. commodity prices
b. the cost of health care insurance premiums paid by

employers
c. nominal wages
d. productivity
e. the use of cost-of-living allowances in labor contracts

5. That employers are reluctant to decrease nominal wages 
during economic downturns and raise nominal wages during
economic expansions leads nominal wages to be described as
a. long-run.
b. unyielding.
c. flexible.
d. real.
e. sticky.

Tackle the Test: Free-Response Questions
1. a. Draw a correctly labeled graph illustrating a long-run

aggregate supply curve.
b On your graph from part a, label potential output.
c. On your graph from part a, illustrate an increase in long-run

aggregate supply.
d. What could have caused the change you illustrated in part c?

List three possible causes.

Answer (8 points)

1 point: Vertical axis labeled “Aggregate price level” (or “Price level”)

1 point: Horizontal axis labeled “Real GDP”

1 point: Vertical curve labeled “LRAS” (or “LRAS1”)

1 point: Potential output labeled YP (or YP1) on horizontal axis at intercept of
long-run aggregate supply curve

1 point: Long-run aggregate supply curve shifted to the right 

1 point: An increase in the quantity of resources (land, labor, capital, or
entrepreneurship)

1 point: An increase in the quality of resources

1 point: Technological progress

LRAS1

YP1 YP2

LRAS2

Real GDP

Aggregate
price
level

2. a. Draw a correctly labeled short-run aggregate supply curve.
b. On your graph from part a, illustrate a decrease in short-run

aggregate supply.
c. List three types of changes, including the factor that changes

and the direction of the change, that could lead to a decrease
in aggregate supply.



What you will learn 
in this Module:
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• The difference between

short-run and long-run

macroeconomic equilibrium

• The causes and effects of

demand shocks and supply

shocks

• How to determine if an

economy is experiencing a

recessionary gap or an

inflationary gap and how to

calculate the size of output

gaps

Module 19
Equilibrium in 
the Aggregate
Demand–Aggregate
Supply Model

The AD–AS Model
From 1929 to 1933, the U.S. economy moved down the short -run aggregate supply
curve as the aggregate price level fell. In contrast, from 1979 to 1980, the U.S. economy
moved up the aggregate demand curve as the aggregate price level rose. In each case, the
cause of the movement along the curve was a shift of the other curve. In 1929–1933, it
was a leftward shift of the aggregate demand curve—a major fall in consumer spending.
In 1979–1980, it was a leftward shift of the short -run aggregate supply curve—a dra-
matic fall in short -run aggregate supply caused by the oil price shock.

So to understand the behavior of the economy, we must put the aggregate supply
curve and the aggregate demand curve together. The result is the AD–AS model, the
basic model we use to understand economic fluctuations.

Short-Run Macroeconomic Equilibrium 
We’ll begin our analysis by focusing on the short run. Figure 19.1 shows the aggregate
demand curve and the short -run aggregate supply curve on the same diagram. The
point at which the AD and SRAS curves intersect, ESR, is the short -run macroeco-
nomic equilibrium: the point at which the quantity of aggregate output supplied is
equal to the quantity demanded by domestic households, businesses, the government,
and the rest of the world. The aggregate price level at ESR, PE, is the short -run equilib-
rium aggregate price level. The level of aggregate output at ESR, YE, is the short -run
equilibrium aggregate output.

In the AD–AS model, the aggregate 

supply curve and the aggregate demand

curve are used together to analyze 

economic fluctuations.

The economy is in short -run

macroeconomic equilibrium when the

quantity of aggregate output supplied is equal

to the quantity demanded.

The short -run equilibrium aggregate

price level is the aggregate price level in the

short -run macroeconomic equili brium.

Short -run equilibrium aggregate output

is the quantity of aggregate output produced

in the short -run macroeconomic equilibrium.



We have seen that a shortage of any individual good causes its market price to rise
and a surplus of the good causes its market price to fall. These forces ensure that the
market reaches equilibrium. The same logic applies to short -run macroeconomic
equilibrium. If the aggregate price level is above its equilibrium level, the quantity of
aggregate output supplied exceeds the quantity of aggregate output demanded. This
leads to a fall in the aggregate price level and pushes it toward its equilibrium level. If
the aggregate price level is below its equilibrium level, the quantity of aggregate out-
put supplied is less than the quantity of aggregate output demanded. This leads to a
rise in the aggregate price level, again pushing it toward its equilibrium level. In the
discussion that follows, we’ll assume that the economy is always in short -run macro-
economic equilibrium.

We’ll also make another important simplification based on the observation that in
reality there is a long -term upward trend in both aggregate output and the aggregate
price level. We’ll assume that a fall in either variable really means a fall compared to the
long -run trend. For example, if the aggregate price level normally rises 4% per year, a
year in which the aggregate price level rises only 3% would count, for our purposes, as a
1% decline. In fact, since the Great Depression there have been very few years in which
the aggregate price level of any major nation actually declined—Japan’s period of defla-
tion from 1995 to 2005 is one of the few exceptions (which we will explain later). There
have, however, been many cases in which the aggregate price level fell relative to the
long -run trend.

The short -run equilibrium aggregate output and the short -run equilibrium aggre-
gate price level can change because of shifts of either the AD curve or the SRAS curve.
Let’s look at each case in turn.

Shifts of Aggregate Demand: Short-Run Effects 
An event that shifts the aggregate demand curve, such as a change in expectations or
wealth, the effect of the size of the existing stock of physical capital, or the use of fiscal
or monetary policy, is known as a demand shock. The Great Depression was caused
by a negative demand shock, the collapse of wealth and of business and consumer
confidence that followed the stock market crash of 1929 and the banking crises of
1930–1931. The Depression was ended by a positive demand shock—the huge increase
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f i g u r e 19.1

The AD–AS Model
The AD–AS model combines the aggre-
gate demand curve and the short -run ag-
gregate supply curve. Their point of
intersection, ESR, is the point of short -run
macroeconomic equilibrium where the
quantity of aggregate output demanded is
equal to the quantity of aggregate output
supplied. PE is the short -run equilibrium
aggregate price level, and YE is the short -
run equilibrium level of aggregate output.

YE Real GDP 

PE

Aggregate 
price
level 

ESR

SRAS

AD

Short-run
macroeconomic
equilibrium

An event that shifts the aggregate demand

curve is a demand shock.



in government purchases during World War II. In 2008, the U.S. econ-
omy experienced another significant negative demand shock as the
housing market turned from boom to bust, leading consumers and
firms to scale back their spending.

Figure 19.2 shows the short -run effects of negative and positive de-
mand shocks. A negative demand shock shifts the aggregate demand
curve, AD, to the left, from AD1 to AD2, as shown in panel (a). The
economy moves down along the SRAS curve from E1 to E2, leading to
lower short-run equilibrium aggregate output and a lower short-run
equilibrium aggregate price level. A positive demand shock shifts the
aggregate demand curve, AD, to the right, as shown in panel (b). Here,
the economy moves up along the SRAS curve, from E1 to E2. This leads
to higher short-run equilibrium aggregate output and a higher short-
run equilibrium aggregate price level. Demand shocks cause aggregate
output and the aggregate price level to move in the same direction.

Shifts of the SRAS Curve
An event that shifts the short -run aggregate supply curve, such as a change in com-
modity prices, nominal wages, or productivity, is known as a supply shock. A negative
supply shock raises production costs and reduces the quantity producers are willing to
supply at any given aggregate price level, leading to a leftward shift of the short -run ag-
gregate supply curve. The U.S. economy experienced severe negative supply shocks fol-
lowing disruptions to world oil supplies in 1973 and 1979. In contrast, a positive supply
shock reduces production costs and increases the quantity supplied at any given aggre-
gate price level, leading to a rightward shift of the short -run aggregate supply curve.
The United States experienced a positive supply shock between 1995 and 2000, when
the increasing use of the Internet and other information technologies caused produc-
tivity growth to surge.
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Demand Shocksf i g u r e 19.2

A demand shock shifts the aggregate demand curve, moving the ag-
gregate price level and aggregate output in the same direction. In
panel (a), a negative demand shock shifts the aggregate demand
curve leftward from AD1 to AD2, reducing the aggregate price level

from P1 to P2 and aggregate output from Y1 to Y2. In panel (b), a
positive demand shock shifts the aggregate demand curve right-
ward, increasing the aggregate price level from P1 to P2 and aggre-
gate output from Y1 to Y2.

An event that shifts the short -run aggregate

supply curve is a supply shock.



The effects of a negative supply shock are shown
in panel (a) of Figure 19.3. The initial equilibrium
is at E1, with aggregate price level P1 and aggregate
output Y1. The disruption in the oil supply causes
the short -run aggregate supply curve to shift to the
left, from SRAS1 to SRAS2. As a consequence, aggre-
gate output falls and the aggregate price level rises,
an upward movement along the AD curve. At the
new equilibrium, E2, the short-run equilibrium ag-
gregate price level, P2, is higher, and the short-run
equilibrium aggregate output level, Y2, is lower
than before.

The combination of inflation and falling aggregate output shown in panel (a) has a
special name: stagflation, for “stagnation plus inflation.” When an economy experi-
ences stagflation, it’s very unpleasant: falling aggregate output leads to rising unem-
ployment, and people feel that their purchasing power is squeezed by rising prices.
Stagflation in the 1970s led to a mood of national pessimism. It also, as we’ll see
shortly, poses a dilemma for policy makers.

A positive supply shock, shown in panel (b), has exactly the opposite effects. A right-
ward shift of the SRAS curve, from SRAS1 to SRAS2 results in a rise in aggregate output
and a fall in the aggregate price level, a downward movement along the AD curve. The
favorable supply shocks of the late 1990s led to a combination of full employment and
declining inflation. That is, the aggregate price level fell compared with the long -run
trend. This combination produced, for a time, a great wave of national optimism.

The distinctive feature of supply shocks, both negative and positive, is that, unlike
demand shocks, they cause the aggregate price level and aggregate output to move in
opposite directions.
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Producers are vulnerable to dra-
matic changes in the price of oil, a
cause of supply shocks.
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Supply Shocksf i g u r e 19.3

A supply shock shifts the short -run aggregate supply curve, moving
the aggregate price level and aggregate output in opposite direc-
tions. Panel (a) shows a negative supply shock, which shifts the
short -run aggregate supply curve leftward and causes stagflation—
lower aggregate output and a higher aggregate price level. Here the
short -run aggregate supply curve shifts from SRAS1 to SRAS2, and
the economy moves from E1 to E2. The aggregate price level rises

from P1 to P2, and aggregate output falls from Y1 to Y2. Panel (b)
shows a positive supply shock, which shifts the short -run aggregate
supply curve rightward, generating higher aggregate output and a
lower aggregate price level. The short -run aggregate supply curve
shifts from SRAS1 to SRAS2, and the economy moves from E1 to E2.
The aggregate price level falls from P1 to P2, and aggregate output
rises from Y1 to Y2.

Stagflation is the combination of inflation

and stagnating (or falling) aggregate output.



There’s another important contrast between supply shocks and demand shocks. As
we’ve seen, monetary policy and fiscal policy enable the government to shift the AD
curve, meaning that governments are in a position to create the kinds of shocks shown
in Figure 19.2. It’s much harder for governments to shift the AS curve. Are there good
policy reasons to shift the AD curve? We’ll turn to that question soon. First, however,
let’s look at the difference between short -run macroeconomic equilibrium and long -
run macroeconomic equilibrium.

Long-Run Macroeconomic Equilibrium 
Figure 19.4 combines the aggregate demand curve with both the short -run and long -
run aggregate supply curves. The aggregate demand curve, AD, crosses the short -run
aggregate supply curve, SRAS, at ELR. Here we assume that enough time has elapsed
that the economy is also on the long -run aggregate supply curve, LRAS. As a result, ELR

is at the intersection of all three curves—SRAS, LRAS, and AD. So short -run equilibrium
aggregate output is equal to potential output, YP. Such a situation, in which the point
of short -run macroeconomic equilibrium is on the long -run aggregate supply curve, is
known as long -run macroeconomic equilibrium.

To see the significance of long -run macroeconomic equilibrium, let’s consider
what happens if a demand shock moves the economy away from long -run macroeco-
nomic equilibrium. In Figure 19.5, we assume that the initial aggregate demand curve
is AD1 and the initial short -run aggregate supply curve is SRAS1. So the initial macro-
economic equilibrium is at E1, which lies on the long -run aggregate supply curve,
LRAS. The economy, then, starts from a point of short -run and long -run macroeco-
nomic equilibrium, and short -run equilibrium aggregate output equals potential out-
put at Y1.

Now suppose that for some reason—such as a sudden worsening of business and
consumer expectations—aggregate demand falls and the aggregate demand curve
shifts leftward to AD2. This results in a lower equilibrium aggregate price level at P2

and a lower equilibrium aggregate output level at Y2 as the economy settles in the
short run at E2. The short -run effect of such a fall in aggregate demand is what the
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f i g u r e 19.4

Long -Run Macroeconomic
Equilibrium
Here the point of short -run macroeco-
nomic equilibrium also lies on the long -
run aggregate supply curve, LRAS. As a
result, short -run equilibrium aggregate
output is equal to potential output, YP. The
economy is in long -run macroeconomic
equilibrium at ELR.

YP

PE

SRAS

LRAS

AD

Long-run
macroeconomic
equilibrium

Potential 
output

Real GDP 

Aggregate 
price
level 

ELR

The economy is in long -run

macroeconomic equilibrium when the

point of short -run macroeconomic equilibrium

is on the long -run aggregate supply curve.
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U.S. economy experienced in 1929–1933: a falling aggregate price level and falling ag-
gregate output.

Aggregate output in this new short -run equilibrium, E2, is below potential output.
When this happens, the economy faces a recessionary gap. A recessionary gap inflicts
a great deal of pain because it corresponds to high unemployment. The large recession-
ary gap that had opened up in the United States by 1933 caused intense social and po-
litical turmoil. And the devastating recessionary gap that opened up in Germany at the
same time played an important role in Hitler’s rise to power.

But this isn’t the end of the story. In the face of high unemployment, nominal wages
eventually fall, as do any other sticky prices, ultimately leading producers to increase
output. As a result, a recessionary gap causes the short -run aggregate supply curve to
gradually shift to the right. This process continues until SRAS1 reaches its new position
at SRAS2, bringing the economy to equilibrium at E3, where AD2, SRAS2, and LRAS all
intersect. At E3, the economy is back in long -run macroeconomic equilibrium; it is
back at potential output Y1 but at a lower aggregate price level, P3, reflecting a long -run
fall in the aggregate price level. The economy is self -correcting in the long run.

What if, instead, there was an increase in aggregate demand? The results are shown
in Figure 19.6 on the next page, where we again assume that the initial aggregate de-
mand curve is AD1 and the initial short -run aggregate supply curve is SRAS1, so that
the initial macroeconomic equilibrium, at E1, lies on the long -run aggregate supply
curve, LRAS. Initially, then, the economy is in long -run macroeconomic equilibrium.

Now suppose that aggregate demand rises, and the AD curve shifts rightward to
AD2. This results in a higher aggregate price level, at P2, and a higher aggregate output
level, at Y2, as the economy settles in the short run at E2. Aggregate output in this new
short -run equilibrium is above potential output, and unemployment is low in order to

f i g u r e 19.5

Short -Run Versus
Long -Run Effects 
of a Negative
Demand Shock
In the long run the economy is
self -correcting: demand shocks
have only a short -run effect on
aggregate output. Starting at
E1, a negative demand shock
shifts AD1 leftward to AD2. In
the short run the economy
moves to E2 and a recessionary
gap arises: the aggregate price
level declines from P1 to P2,
aggregate output declines from
Y1 to Y2, and unemployment
rises. But in the long run nomi-
nal wages fall in response to
high unemployment at Y2, and
SRAS1 shifts rightward to
SRAS2. Aggregate output rises
from Y2 to Y1, and the aggre-
gate price level declines again,
from P2 to P3. Long -run macro-
economic equilibrium is even-
tually restored at E3.

Y1Y2 Real GDP

P1

Aggregate
price
level

E1

E3

E2

P3

P2

SRAS1

SRAS2

LRAS

AD1

AD2

Recessionary gap

3. …until an eventual
fall in nominal wages
in the long run increases
short-run aggregate supply
and moves the economy
back to potential output.

2. …reduces the aggregate
price level and aggregate
output and leads to higher
unemployment in the short
run…

1. An initial
negative
demand shock…

Potential
output

There is a recessionary gap when

aggregate output is below potential output.
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f i g u r e 19.6

Short -Run Versus
Long -Run Effects 
of a Positive
Demand Shock
Starting at E1, a positive de-
mand shock shifts AD1 right-
ward to AD2, and the economy
moves to E2 in the short run.
This results in an inflationary
gap as aggregate output rises
from Y1 to Y2, the aggregate
price level rises from P1 to P2,
and unemployment falls to a
low level. In the long run, SRAS1

shifts leftward to SRAS2 as
nominal wages rise in response
to low unemployment at Y2. Ag-
gregate output falls back to Y1,
the aggregate price level rises
again to P3, and the economy
self -corrects as it returns to
long -run macro  economic equi-
librium at E3.

Y2Y1 Real GDP 

P3

Aggregate
price
level

E3

E1
E2

P1

P2

SRAS2

SRAS1

LRAS

AD2

AD1

Inflationary gap 

3. …until an eventual rise in nominal 
wages in the long run reduces short-run
aggregate supply and moves the
economy back to potential output.1. An initial positive 

demand shock… 

2. …increases the
aggregate price level
and aggregate output
and reduces unemployment
in the short run…

Potential 
output

produce this higher level of aggregate output. When this happens, the economy experi-
ences an inflationary gap. As in the case of a recessionary gap, this isn’t the end of the
story. In the face of low unemployment, nominal wages will rise, as will other sticky
prices. An inflationary gap causes the short -run aggregate supply curve to shift gradu-
ally to the left as producers reduce output in the face of rising nominal wages. This
process continues until SRAS1 reaches its new position at SRAS2, bringing the economy
into equilibrium at E3, where AD2, SRAS2, and LRAS all intersect. At E3, the economy is
back in long -run macroeconomic equilibrium. It is back at potential output, but at a
higher price level, P3, reflecting a long -run rise in the aggregate price level. Again, the
economy is self -correcting in the long run.

To summarize the analysis of how the economy responds to recessionary and infla-
tionary gaps, we can focus on the output gap, the percentage difference between actual
aggregate output and potential output. The output gap is calculated as follows:

(19-1) Output gap = × 100

Our analysis says that the output gap always tends toward zero.
If there is a recessionary gap, so that the output gap is negative, nominal wages eventu-

ally fall, moving the economy back to potential output and bringing the output gap back
to zero. If there is an inflationary gap, so that the output gap is positive, nominal wages
eventually rise, also moving the economy back to potential output and again bringing the
output gap back to zero. So in the long run the economy is self -correcting: shocks to ag-
gregate demand affect aggregate output in the short run but not in the long run.

Actual aggregate output − Potential output
Potential output

There is an inflationary gap when

aggregate output is above potential output.

The output gap is the percentage difference

between actual aggregate output and

potential output.

The economy is self -correcting when

shocks to aggregate demand affect

aggregate output in the short run, but not the

long run.
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Supply Shocks Versus Demand Shocks in Practice
How often do supply shocks and demand

shocks, respectively, cause recessions? The

verdict of most, though not all, macroecono-

mists is that recessions are mainly caused by

demand shocks. But when a negative supply

shock does happen, the resulting recession

tends to be particularly severe.

Let’s get specific. Officially there have been

twelve recessions in the United States since

World War II. However, two of these, in 1979–

1980 and 1981–1982, are often treated as a

single “double -dip” recession, bringing the total

number down to 11. Of these 11 recessions,

only two—the recession of 1973–1975 and the

double -dip recession of 1979–1982—showed

the distinctive combination of falling aggregate

output and a surge in the price level that we call

stagflation. In each case, the cause of the sup-

ply shock was political turmoil in the Middle

East—the Arab–Israeli war of 1973 and the

Iranian revolution of 1979—that disrupted

world oil supplies and sent oil prices skyrocket-

ing. In fact, economists sometimes refer to the

two slumps as “OPEC I” and “OPEC II,” after the

Organization of Petroleum Exporting Countries,

the world oil cartel. A third recession that began

in December 2007, and that had lasted for al-

most two years by the time this book went to

press, was at least partially caused by a spike in

oil prices.

So 8 of 11 postwar recessions were 

purely the result of demand shocks, not 

supply shocks. The few supply -shock reces-

sions, however, were the worst as measured

by the unemployment rate. The figure shows

the U.S. unemployment rate since 1948, with

the dates of the 1973 Arab–Israeli war, the

1979 Iranian revolution, and the 2007 oil price

shock marked on the graph. The three highest

unemployment rates since World War II came

after these big negative supply shocks.

There’s a reason the aftermath of a supply

shock tends to be particularly severe for the

economy: macroeconomic policy has a much

harder time dealing with supply shocks than

with demand shocks. 
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Check Your Understanding 
1. Describe the short -run effects of each of the following shocks

on the aggregate price level and on aggregate output.
a. The government sharply increases the minimum wage,

raising the wages of many workers.
b. Solar energy firms launch a major program of investment

spending.
c. Congress raises taxes and cuts spending.
d. Severe weather destroys crops around the world.

2. A rise in productivity increases potential output, but some
worry that demand for the additional output will be
insufficient even in the long run. How would you respond?

Solutions appear at the back of the book.

(Bureau of Labor Statistics)
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Tackle the Test: Multiple-Choice Questions
1. Which of the following causes a negative supply shock?

I. a technological advance
II. increasing productivity

III. an increase in oil prices
a. I only
b. II only
c. III only
d. I and III only
e. I, II, and III

2. Which of the following causes a positive demand shock?
a. an increase in wealth
b. pessimistic consumer expectations
c. a decrease in government spending
d. an increase in taxes
e. an increase in the existing stock of capital

3. During stagflation, what happens to the aggregate price level
and real GDP?
Aggregate price level Real GDP
a. decreases increases
b. decreases decreases
c. increases increases
d. increases decreases
e. stays the same stays the same

Refer to the graph for questions 4 and 5.

4. Which of the following statements is true if this economy is
operating at P1 and Y1?

I. The level of aggregate output equals potential output.
II. It is in short-run macroeconomic equilibrium.

III. It is in long-run macroeconomic equilibrium.
a. I only
b. II only
c. III only
d. II and III
e. I and III

5. The economy depicted in the graph is experiencing a(n)
a. contractionary gap.
b. recessionary gap.
c. inflationary gap.
d. demand gap.
e. supply gap.

Real GDP

Aggregate
price
level

Y1

LRAS SRAS

AD

E
P1

Tackle the Test: Free-Response Questions

1. Refer to the graph above.
a. Is the economy in short-run macroeconomic

equilibrium? Explain.
b. Is the economy in long-run macroeconomic

equilibrium? Explain.
c. What type of gap exists in this economy?
d. Calculate the size of the output gap.
e. What will happen to the size of the output gap in the

long run?

Real GDP

Aggregate
price
level

LRAS SRAS

AD

E
P1

$1,000 1,200

Y1

Answer (7 points)

1 point: Yes

1 point: The economy is in short-run equilibrium because it operates at the
point where short-run aggregate supply and aggregate demand intersect.

1 point: No

1 point: Short-run equilibrium occurs at a level of aggregate output that is not
equal to potential output

1 point: Inflationary gap

1 point: [($1,200 − $1,000)/$1,000] × 100 = 20%

1 point: It will approach zero

2. Draw a correctly labeled aggregate demand and aggregate
supply graph illustrating an economy in long-run
macroeconomic equilibrium.



What you will learn 
in this Module:
• How the AD–AS model is

used to formulate

macroeconomic policy

• The rationale for stabilization

policy

• Why fiscal policy is an

important tool for managing

economic fluctuations

• Which policies constitute

expansionary fiscal policy

and which constitute

contractionary fiscal policy
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Module 20
Economic Policy 
and the Aggregate
Demand–Aggregate
Supply Model

Macroeconomic Policy 
We’ve just seen that the economy is self -
correcting in the long run: it will eventually
trend back to potential output. Most macro-
economists believe, however, that the process 
of self -correction typically takes a decade 
or more. In particular, if aggregate output is
below potential output, the economy can suffer
an extended period of depressed aggregate out-
put and high unemployment before it returns
to normal. 

This belief is the background to one of 
the most famous quotations in economics:
John Maynard Keynes’s declaration, “In the
long run we are all dead.” Economists usually
interpret Keynes as having recommended that
governments not wait for the economy to cor-
rect itself. Instead, it is argued by many econo-
mists, but not all, that the government should
use fiscal policy to get the economy back to po-
tential output in the aftermath of a shift of the
aggregate demand curve. This is the rationale
for active stabilization policy, which is the

Stabilization policy is the use of

government policy to reduce the severity of

recessions and rein in excessively strong

expansions.
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Some people use Keynesian economics as
a synonym for left-wing economics—but
the truth is that the ideas of John Maynard
Keynes have been accepted across a
broad range of the political spectrum.



use of government policy to reduce the severity of recessions and rein in excessively
strong expansions.

Can stabilization policy improve the economy’s performance? As we saw in 
Figure 18.4, the answer certainly appears to be yes. Under active stabilization policy,
the U.S. economy returned to potential output in 1996 after an approximately five -
year recessionary gap. Likewise, in 2001, it also returned to potential output after an
approximately four -year inflationary gap. These periods are much shorter than the
decade or more that economists believe it would take for the economy to self -
correct in the absence of active stabilization policy. However, as we’ll see shortly, the
ability to improve the economy’s performance is not always guaranteed. It depends
on the kinds of shocks the economy faces.

Policy in the Face of Demand Shocks 
Imagine that the economy experiences a negative demand shock, like the one shown by
the shift from AD1 to AD2 in Figure 19.5. Monetary and fiscal policy shift the aggregate
demand curve. If policy makers react quickly to the fall in aggregate demand, they can
use monetary or fiscal policy to shift the aggregate demand curve back to the right.
And if policy were able to perfectly anticipate shifts of the aggregate demand curve and
counteract them, it could short -circuit the whole process shown in Figure 19.5. Instead
of going through a period of low aggregate output and falling prices, the government
could manage the economy so that it would stay at E1.

Why might a policy that short -circuits the adjustment shown in Figure 19.5 and
maintains the economy at its original equilibrium be desirable? For two reasons: First,
the temporary fall in aggregate output that would happen without policy intervention
is a bad thing, particularly because such a decline is associated with high unemploy-
ment. Second, price stability is generally regarded as a desirable goal. So preventing 
deflation—a fall in the aggregate price level—is a good thing.

Does this mean that policy makers should always act to offset declines in aggregate
demand? Not necessarily. As we’ll see, some policy measures to increase aggregate de-
mand, especially those that increase budget deficits, may have long -  term costs in terms
of lower long -run growth. Furthermore, in the real world policy makers aren’t perfectly
informed, and the effects of their policies aren’t perfectly predictable. This creates the
danger that stabilization policy will do more harm than good; that is, attempts to sta-
bilize the economy may end up creating more instability. We’ll describe the long -
running debate over macroeconomic policy in later modules. Despite these qualifica-
tions, most economists believe that a good case can be made for using macroeconomic
policy to offset major negative shocks to the AD curve.

Should policy makers also try to offset positive shocks to aggregate demand? It may
not seem obvious that they should. After all, even though inflation may be a bad thing,
isn’t more output and lower unemployment a good thing? Again, not necessarily. Most
economists now believe that any short -run gains from an inflationary gap must be
paid back later. So policy makers today usually try to offset positive as well as negative
demand shocks. For reasons we’ll explain later, attempts to eliminate recessionary gaps
and inflationary gaps usually rely on monetary rather than fiscal policy. For now, let’s
explore how macroeconomic policy can respond to supply shocks.

Responding to Supply Shocks 
In panel (a) of Figure 19.3 we showed the effects of a negative supply shock: in the short
run such a shock leads to lower aggregate output but a higher aggregate price level. As
we’ve noted, policy makers can respond to a negative demand shock by using monetary
and fiscal policy to return aggregate demand to its original level. But what can or
should they do about a negative supply shock?

In contrast to the case of a demand shock, there are no easy remedies for a supply
shock. That is, there are no government policies that can easily counteract the
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changes in production costs that shift the short-run aggregate
supply curve. So the policy response to a negative supply shock
cannot aim to simply push the curve that shifted back to its origi-
nal position.

And if you consider using monetary or fiscal policy to shift the
aggregate demand curve in response to a supply shock, the right re-
sponse isn’t obvious. Two bad things are happening simultane-
ously: a fall in aggregate output, leading to a rise in unemployment,
and a rise in the aggregate price level. Any policy that shifts the ag-
gregate demand curve helps one problem only by making the other
worse. If the government acts to increase aggregate demand and
limit the rise in unemployment, it reduces the decline in output but
causes even more inflation. If it acts to reduce aggregate demand, it
curbs inflation but causes a further rise in unemployment.

It’s a trade -off with no good answer. In the end, the United
States and other economically advanced nations suffering from the
supply shocks of the 1970s eventually chose to stabilize prices even
at the cost of higher unemployment. But being an economic policy
maker in the 1970s, or in early 2008, meant facing even harder
choices than usual.
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In 2008, stagflation made for difficult policy
choices for Federal Reserve Chairman 
Ben Bernanke.
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Is Stabilization Policy Stabilizing?
We’ve described the theoretical rationale for sta-

bilization policy as a way of responding to de-

mand shocks. But does stabilization policy

actually stabilize the economy? One way we

might try to answer this question is to look at the

long - term historical record. Before World War II,

the U.S. government didn’t really have a stabi-

lization policy, largely because macroeconomics

as we know it didn’t exist, and there was no

consensus about what to do. Since World War II,

and especially since 1960, active stabilization

policy has become standard practice.

So here’s the question: has the economy 

actually become more stable since the 

government began trying to stabilize it? 

The answer is a qualified yes. It’s qualified 

because data from the pre – World War II era

are less reliable than more modern data. But

there still seems to be a clear reduction in the

size of economic fluctuations.

The figure shows the number of unem-

ployed as a percentage of the nonfarm labor

force since 1890. (We focus on nonfarm work-

ers because farmers, though they often suffer

economic hardship, are rarely reported as un-

employed.) Even ignoring the huge spike in

unemployment during the Great Depression,

unemployment seems to have varied a lot

more before World War II than after. It’s 

also worth noticing that the peaks in postwar

unemployment in 1975 and 1982 corre-

sponded to major supply shocks—the kind 

of shock for which stabilization policy has 

no good answer.

It’s possible that the greater stability of 

the economy reflects good luck rather 

than policy. But on the face of it, the 

evidence suggests that stabilization policy 

is indeed stabilizing.

Source: C. Romer, “Spurious Volititility in Historical 
Unemployment Data,” Journal of Political Economy
94, no. 1 (1986): 1–37 (years 1890–1930); Bureau 
of Labor statistics (years 1931–2009).
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Fiscal Policy: The Basics 
Let’s begin with the obvious: modern governments spend a great deal of money and
collect a lot in taxes. Figure 20.1 shows government spending and tax revenue as per-
centages of GDP for a selection of high -income countries in 2008. As you can see, 
the Swedish government sector is relatively large, accounting for more than half of the
Swedish economy. The government of the United States plays a smaller role in 
the economy than those of Canada or most European countries. But that role is still
sizable. As a result, changes in the federal budget—changes in government spending or
in taxation—can have large effects on the American economy.

To analyze these effects, we begin by showing how taxes and government spending
affect the economy’s flow of income. Then we can see how changes in spending and tax
policy affect aggregate demand.

Taxes, Government Purchases of Goods and Services,
Transfers, and Borrowing 
In the circular flow diagram discussed in Module 10, we showed the circular flow of in-
come and spending in the economy as a whole. One of the sectors represented in that
figure was the government. Funds flow into the government in the form of taxes and
government borrowing; funds flow out in the form of government purchases of goods
and services and government transfers to households.

What kinds of taxes do Americans pay, and where does the money go? Figure 20.2
shows the composition of U.S. tax revenue in 2008. Taxes, of course, are required pay-
ments to the government. In the United States, taxes are collected at the national
level by the federal government; at the state level by each state government; and at
local levels by counties, cities, and towns. At the federal level, the main taxes are in-
come taxes on both personal income and corporate profits as well as social insurance
taxes, which we’ll explain shortly. At the state and local levels, the picture is more
complex: these governments rely on a mix of sales taxes, property taxes, income taxes,
and fees of various kinds. Overall, taxes on personal income and corporate profits 
accounted for 44% of total government revenue in 2008; social insurance taxes ac-
counted for 27%; and a variety of other taxes, collected mainly at the state and local
levels, accounted for the rest.
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f i g u r e 20.1

Government Spending and
Tax Revenue for Some
High -Income Countries 
in 2008
Government spending and tax revenue
are represented as a percentage of GDP.
Sweden has a particularly large govern-
ment sector, representing nearly 60% of
its GDP. The U.S. government sector, al-
though sizable, is smaller than those of
Canada and most European countries.
Source: OECD (data for Japan is for year 2007).
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Government spending, tax revenue (percent of GDP)



Figure 20.3 shows the composition of 2008 total U.S. government spending, which
takes two forms. One form is purchases of goods and services. This includes everything
from ammunition for the military to the salaries of public schoolteachers (who are
treated in the national accounts as providers of a service—education). The big items
here are national defense and education. The large category labeled “Other goods and
services” consists mainly of state and local spending on a variety of services, from po-
lice and firefighters to highway construction and maintenance.

The other form of government spending is government transfers, which are pay-
ments by the government to households for which no good or service is provided in re-
turn. In the modern United States, as well as in Canada and Europe, government
transfers represent a very large proportion of the budget. Most U.S. government spend-
ing on transfer payments is accounted for by three big programs:
■ Social Security, which provides guaranteed income to older Americans, disabled

Americans, and the surviving spouses and dependent children of deceased 
beneficiaries

■ Medicare, which covers much of the cost of health care for Americans over age 65
■ Medicaid, which covers much of the cost of health care for Americans with low incomes
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f i g u r e 20.2

Sources of Tax Revenue
in the United States, 2008
Personal income taxes, taxes on corpo-
rate profits, and social insurance taxes
account for most government tax rev-
enue. The rest is a mix of property
taxes, sales taxes, and other sources 
of revenue.
Source: Bureau of Economic Analysis. Corporate
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f i g u r e 20.3

Government Spending in
the United States, 2008
The two types of government spending
are purchases of goods and services
and government transfers. The big items
in government purchases are national
defense and education. The big items in
government transfers are Social Secu-
rity and the Medicare and Medicaid
health care programs. 
Source: Bureau of Economic Analysis.
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The term social insurance is used to describe govern-
ment programs that are intended to protect families
against economic hardship. These include Social Secu-
rity, Medicare, and Medicaid, as well as smaller programs
such as unemployment insurance and food stamps. In
the United States, social insurance programs are largely
paid for with special, dedicated taxes on wages—the social
insurance taxes we mentioned earlier.

But how do tax policy and government spending affect
the economy? The answer is that taxation and govern-
ment spending have a strong effect on total aggregate
spending in the economy.

The Government Budget and Total Spending 
Let’s recall the basic equation of national income accounting:

(20-1) GDP = C + I + G + X − IM

The left -hand side of this equation is GDP, the value of all final goods and services
produced in the economy. The right -hand side is aggregate spending, the total spend-
ing on final goods and services produced in the economy. It is the sum of consumer
spending (C), investment spending (I), government purchases of goods and services
(G), and the value of exports (X) minus the value of imports (IM). It includes all the
sources of aggregate demand.

The government directly controls one of the variables on the right -hand side of
Equation 20-1: government purchases of goods and services (G). But that’s not the only
effect fiscal policy has on aggregate spending in the economy. Through changes in
taxes and transfers, it also influences consumer spending (C) and, in some cases, invest-
ment spending (I).

To see why the budget affects consumer spending, recall that disposable income, the
total income households have available to spend, is equal to the total income they re-
ceive from wages, dividends, interest, and rent, minus taxes, plus government transfers.
So either an increase in taxes or a decrease in government transfers reduces disposable
income. And a fall in disposable income, other things equal, leads to a fall in consumer
spending. Conversely, either a decrease in taxes or an increase in government transfers
increases disposable income. And a rise in disposable income, other things equal, leads
to a rise in consumer spending.

The government’s ability to affect investment spending is a more complex story,
which we won’t discuss in detail. The important point is that the government taxes
profits, and changes in the rules that determine how much a business owes can in-
crease or reduce the incentive to spend on investment goods.

Because the government itself is one source of spending in the economy, and be-
cause taxes and transfers can affect spending by consumers and firms, the government
can use changes in taxes or government spending to shift the aggregate demand curve.
There are sometimes good reasons to shift the aggregate demand curve. In early 2008,
there was bipartisan agreement that the U.S. government should act to prevent a fall in
aggregate demand—that is, to move the aggregate demand curve to the right of where it
would otherwise be. The 2008 stimulus package was a classic example of fiscal policy:
the use of taxes, government transfers, or government purchases of goods and services
to stabilize the economy by shifting the aggregate demand curve.

Expansionary and Contractionary Fiscal Policy 
Why would the government want to shift the aggregate demand curve? Because it wants
to close either a recessionary gap, created when aggregate output falls below potential
output, or an inflationary gap, created when aggregate output exceeds potential output.
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Government transfers on their way: So-
cial Security checks are run through a
printer at the U.S. Treasury printing facil-
ity in Philadelphia, Pennsylvania.
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Social insurance programs are government

programs intended to protect families against

economic hardship.



Figure 20.4 shows the case of an economy facing a recessionary gap. SRAS is the
short -run aggregate supply curve, LRAS is the long -run aggregate supply curve, and
AD1 is the initial aggregate demand curve. At the initial short -run macroeconomic
equilibrium, E1, aggregate output is Y1, below potential output, YP. What the govern-
ment would like to do is increase aggregate demand, shifting the aggregate demand
curve rightward to AD2. This would increase aggregate output, making it equal to po-
tential output. Fiscal policy that increases aggregate demand, called expansionary fis-
cal policy, normally takes one of three forms:

■ an increase in government purchases of goods and services

■ a cut in taxes

■ an increase in government transfers

Figure 20.5 on the next page shows the opposite case—an economy facing an infla-
tionary gap. At the initial equilibrium, E1, aggregate output is Y1, above potential out-
put, YP. As we’ll explain later, policy makers often try to head off inflation by
eliminating inflationary gaps. To eliminate the inflationary gap shown in Figure 20.5,
fiscal policy must reduce aggregate demand and shift the aggregate demand curve left-
ward to AD2. This reduces aggregate output and makes it equal to potential output.
Fiscal policy that reduces aggregate demand, called contractionary fiscal policy, is
the opposite of expansionary fiscal policy. It is implemented by:

■ a reduction in government purchases of goods and services

■ an increase in taxes

■ a reduction in government transfers

A classic example of contractionary fiscal policy occurred in 1968, when U.S. policy
makers grew worried about rising inflation. President Lyndon Johnson imposed a tem-
porary 10% surcharge on income taxes—everyone’s income taxes were increased by 10%.
He also tried to scale back government purchases of goods and services, which had
risen dramatically because of the cost of the Vietnam War.
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Expansionary fiscal policy increases

aggregate demand.

Contractionary fiscal policy reduces

aggregate demand.

f i g u r e 20.4

Expansionary Fiscal Policy Can
Close a Recessionary Gap
At E1 the economy is in short -run macroeco-
nomic equilibrium where the aggregate demand
curve, AD1, intersects the SRAS curve. At E1,
there is a recessionary gap of YP − Y1. An expan-
sionary fiscal policy—an increase in government
purchases of goods and services, a reduction in
taxes, or an increase in government transfers—
shifts the aggregate demand curve rightward. It
can close the recessionary gap by shifting AD1

to AD2, moving the economy to a new short -run
macroeconomic equilibrium, E2, which is also a
long -run macroeconomic equilibrium.
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f i g u r e 20.5

Contractionary Fiscal Policy
Can Close an Inflationary Gap
At E1 the economy is in short -run macroeco-
nomic equilibrium where the aggregate demand
curve, AD1, intersects the SRAS curve. At E1,
there is an inflationary gap of Y1 − YP. A contrac-
tionary fiscal policy—such as reduced govern-
ment purchases of goods and services, an
increase in taxes, or a reduction in government
transfers—shifts the aggregate demand curve
leftward. It closes the inflationary gap by shifting
AD1 to AD2, moving the economy to a new short -
run macroeconomic equilibrium, E2, which is
also a long -run macroeconomic equilibrium.

Aggregate 
price
level 

E2

E1

SRAS

AD1

AD2

P1

P2

YP Y1 Real GDP 

Inflationary gap 

Potential 
output

LRAS

A Cautionary Note: Lags in Fiscal Policy 
Looking at Figures 20.4 and 20.5, it may seem obvious that the government should ac-
tively use fiscal policy—always adopting an expansionary fiscal policy when the econ-
omy faces a recessionary gap and always adopting a contractionary fiscal policy when
the economy faces an inflationary gap. But many economists caution against an ex-
tremely active stabilization policy, arguing that a government that tries too hard to sta-
bilize the economy—through either fiscal policy or monetary policy—can end up
making the economy less stable.

We’ll leave discussion of the warnings associated with monetary policy to later
modules. In the case of fiscal policy, one key reason for caution is that there are 
important time lags in its use. To understand the nature of these lags, think about

what has to happen before the government increases
spending to fight a recessionary gap. First, the govern-
ment has to realize that the recessionary gap exists: eco-
nomic data take time to collect and analyze, and
recessions are often recognized only months after they
have begun. Second, the government has to develop a
spending plan, which can itself take months, particularly
if politicians take time debating how the money should
be spent and passing legislation. Finally, it takes time to
spend money. For example, a road construction project
begins with activities such as surveying that don’t in-
volve spending large sums. It may be quite some time be-
fore the big spending begins.

Because of these lags, an attempt to increase spending
to fight a recessionary gap may take so long to get going
that the economy has already recovered on its own. In

fact, the recessionary gap may have turned into an inflationary gap by the time the
fiscal policy takes effect. In that case, the fiscal policy will make things worse instead
of better.

Will the stimulus come in time to be
worthwhile? President Barack Obama lis-
tens to a question during a news confer-
ence in the East Room of the White
House in Washington D.C.
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This doesn’t mean that fiscal policy should never be actively used. In early 2008,
there was good reason to believe that the U.S. economy had begun a lengthy slowdown
caused by turmoil in the financial markets, so that a fiscal stimulus designed to arrive
within a few months would almost surely push aggregate demand in the right direc-
tion. But the problem of lags makes the actual use of both fiscal and monetary policy
harder than you might think from a simple analysis like the one we have just given.
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Check Your Understanding 
1. In each of the following cases, determine whether the policy is

an expansionary or contractionary fiscal policy.
a. Several military bases around the country, which together

employ tens of thousands of people, are closed.
b. The number of weeks an unemployed person is eligible for

unemployment benefits is increased.
c. The federal tax on gasoline is increased.

2. Explain why federal disaster relief, which quickly disburses
funds to victims of natural disasters such as hurricanes, floods,
and large -scale crop failures, will stabilize the economy more
effectively after a disaster than relief that must be legislated.

3. Suppose someone says, “Using monetary or fiscal policy to
pump up the economy is counterproductive—you get a brief
high, but then you have the pain of inflation.”
a. Explain what this means in terms of the AD–AS model.
b. Is this a valid argument against stabilization policy? Why 

or why not?

Solutions appear at the back of the book.

Tackle the Test: Multiple-Choice Questions
1. Which of the following contributes to the lag in implementing

fiscal policy?
I. It takes time for Congress and the President to pass

spending and tax changes.
II. Current economic data take time to collect and analyze.

III. It takes time to realize an output gap exists.
a. I only
b. II only
c. III only
d. I and III only
e. I, II, and III

2. Which of the following is a government transfer program?
a. Social Security
b. Medicare/Medicaid
c. unemployment insurance
d. food stamps
e. all of the above 

3. Which of the following is an example of expansionary fiscal policy?
a. increasing taxes
b. increasing government spending
c. decreasing government transfers
d. decreasing interest rates
e. increasing the money supply

4. Which of the following is a fiscal policy that is appropriate to
combat inflation?
a. decreasing taxes
b. decreasing government spending
c. increasing government transfers
d. increasing interest rates
e. expansionary fiscal policy

5. An income tax rebate is an example of
a. an expansionary fiscal policy.
b. a contractionary fiscal policy.
c. an expansionary monetary policy.
d. a contractionary monetary policy.
e. none of the above.
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Tackle the Test: Free-Response Questions

1. Refer to the graph above.
a. What type of gap exists in this economy?
b. What type of fiscal policy is appropriate in this situation?
c. List the three variables the government can change to

implement fiscal policy.
d. How would the government change each of the three

variables to implement the policy you listed in part b.

Real GDP

Aggregate
price
level

YEYP

LRAS SRAS

AD

E
PE

Answer (8 points)

1 point: Inflationary

1 point: Contractionary

1 point: Taxes

1 point: Government transfers

1 point: Government purchases of goods and services

1 point: Increase taxes

1 point: Decrease Government transfers

1 point: Decrease government purchases of goods and services

2. a. Draw a correctly labeled graph showing an economy
experiencing a recessionary gap.

b. What type of fiscal policy is appropriate in this situation?
c. Give an example of what the government could do to

implement the type of policy you listed in part b.



Module 21
Fiscal Policy 
and the Multiplier

Using the Multiplier to Estimate the Influence of

Government Policy 
An expansionary fiscal policy, like the American Recovery and Reinvestment Act,
pushes the aggregate demand curve to the right. A contractionary fiscal policy, like
Lyndon Johnson’s tax surcharge, pushes the aggregate demand curve to the left. For
policy makers, however, knowing the direction of the shift isn’t enough: they need esti-
mates of how much the aggregate demand curve is shifted by a given policy. To get these
estimates, they use the concept of the multiplier.

Multiplier Effects of an Increase in Government
Purchases of Goods and Services 
Suppose that a government decides to spend $50 billion building bridges and roads. The
government’s purchases of goods and services will directly increase total spending on
final goods and services by $50 billion. But there will also be an indirect effect because the
government’s purchases will start a chain reaction throughout the economy. The firms
producing the goods and services purchased by the government will earn revenues that
flow to households in the form of wages, profit, interest, and rent. This increase in dis-
posable income will lead to a rise in consumer spending. The rise in consumer spending,
in turn, will induce firms to increase output, leading to a further rise in disposable in-
come, which will lead to another round of consumer spending increases, and so on. 

In Module 16 we learned about the concept of the multiplier: the ratio of the change in
real GDP caused by an autonomous change in aggregate spending to the size of that au-
tonomous change. An increase in government purchases of goods and services is an ex-
ample of an autonomous increase in aggregate spending. Any change in government
purchases of goods and services will lead to an even greater change in real GDP. This
chain reaction will cause the initial change in government purchases to multiply
through the economy, resulting in an even larger final change in real GDP. The initial

What you will learn 
in this Module:
• Why fiscal policy has a

multiplier effect 

• How the multiplier effect is

influenced by automatic

stabilizers
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change in spending, multiplied by the multiplier gives us
the final change in real GDP.

Let’s consider a simple case in which there are no taxes or
international trade. In this case, any change in GDP accrues
entirely to households. Assume that the aggregate price level
is fixed, so that any increase in nominal GDP is also a rise in
real GDP, and that the interest rate is fixed. In that case, the
multiplier is 1/(1 − MPC). Recall that MPC is the marginal
propensity to consume, the fraction of an additional dollar in
disposable income that is spent. For example, if the marginal
propensity to consume is 0.5, the multiplier is 1/(1 − 0.5) =
1/0.5 = 2. Given a multiplier of 2, a $50 billion increase in
government purchases of goods and services would increase
real GDP by $100 billion. Of that $100 billion, $50 billion is
the initial effect from the increase in G, and the remaining

$50 billion is the subsequent effect of more production leading to more income which
leads to more consumer spending, which leads to more production, and so on.

What happens if government purchases of goods and services are instead reduced?
The math is exactly the same, except that there’s a minus sign in front: if government
purchases of goods and services fall by $50 billion and the marginal propensity to con-
sume is 0.5, real GDP falls by $100 billion. This is the result of less production leading to
less income, which leads to less consumption, which leads to less production, and so on.

Multiplier Effects of Changes in Government Transfers
and Taxes 
Expansionary or contractionary fiscal policy need not take the form of changes in gov-
ernment purchases of goods and services. Governments can also change transfer pay-
ments or taxes. In general, however, a change in government transfers or taxes shifts
the aggregate demand curve by less than an equal -sized change in government pur-
chases, resulting in a smaller effect on real GDP.

To see why, imagine that instead of spending $50 billion on building bridges, the
government simply hands out $50 billion in the form of government transfers. In this
case, there is no direct effect on aggregate demand as there was with government pur-
chases of goods and services. Real GDP and income grow only because households
spend some of that $50 billion—and they probably won’t spend it all. In fact, they will
spend additional income according to the MPC. If the MPC is 0.5, households will
spend only 50 cents of every additional dollar they receive in transfers.

Table 21.1 shows a hypothetical comparison of two expansionary fiscal policies as-
suming an MPC equal to 0.5 and a multiplier equal to 2: one in which the government
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When the government hires Boeing to
build a space shuttle, Boeing employees
spend their earnings on things like cars
and the automakers spend their earn-
ings on things like education, and so on,
creating a multiplier effect.
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Hypothetical Effects of a Fiscal Policy with a Multiplier of 2

Effect $50 billion rise in government $50 billion rise in
on real GDP purchases of goods and services government transfer payments

First round $50 billion $25 billion

Second round $25 billion $12.5 billion

Third round $12.5 billion $6.25 billion

• • •
• • •
• • •

Eventual effect $100 billion $50 billion

t a b l e 21.1



directly purchases $50 billion in goods and services and one in which the government
makes transfer payments instead, sending out $50 billion in checks to consumers. In
each case, there is a first -round effect on real GDP, either from purchases by the gov-
ernment or from purchases by the consumers who received the checks, followed by a se-
ries of additional rounds as rising real GDP raises income (all of which is disposable
under our assumption of no taxes), which raises consumption.

However, the first -round effect of the transfer program is smaller; because we have
assumed that the MPC is 0.5, only $25 billion of the $50 billion is spent, with the other
$25 billion saved. And as a result, all the further rounds are smaller, too. In the end, the
transfer payment increases real GDP by only $50 billion. In comparison, a $50 billion
increase in government purchases produces a $100 billion increase in real GDP.

Overall, when expansionary fiscal policy takes the form of a rise in transfer pay-
ments, real GDP may rise by either more or less than the initial government outlay—
that is, the multiplier may be either more or less than 1. In Table 21.1, a $50 billion rise
in transfer payments increases real GDP by $50 billion, so that the multiplier is exactly
1. If a smaller share of the initial transfer had been spent, the multiplier on that trans-
fer would have been less than 1. If a larger share of the initial transfer had been spent,
the multiplier would have been more than 1.

A tax cut has an effect similar to the effect of a transfer. It increases disposable in-
come, leading to a series of increases in consumer spending. But the overall effect is
smaller than that of an equal -sized increase in government purchases of goods and
services: the autonomous increase in aggregate spending is smaller because households
save part of the amount of the tax cut. They save a fraction of the tax cut equal to their
MPS (or 1 − MPC).

We should also note that taxes introduce a further complication: they typically
change the size of the multiplier. That’s because in the real world governments rarely
impose lump -sum taxes, in which the amount of tax a household owes is independent
of its income. Instead, the great majority of tax revenue is raised via taxes that depend
positively on the level of real GDP. As we’ll discuss shortly, taxes that depend positively
on real GDP reduce the size of the multiplier.

In practice, economists often argue that it also matters who
among the population gets tax cuts or increases in government
transfers. For example, compare the effects of an increase in un-
employment benefits with a cut in taxes on profits distributed
to shareholders as dividends. Consumer surveys suggest that
the average unemployed worker will spend a higher share of any
increase in his or her disposable income than would the average
recipient of dividend income. That is, people who are unem-
ployed tend to have a higher MPC than people who own a lot of
stocks because the latter tend to be wealthier and tend to save
more of any increase in disposable income. If that’s true, a dollar
spent on unemployment benefits increases aggregate demand
more than a dollar’s worth of dividend tax cuts. Such arguments
played an important role in the final provisions of the 2008
stimulus package.

How Taxes Affect the Multiplier 
Government taxes capture some part of the increase in real GDP that occurs in each
round of the multiplier process, since most government taxes depend positively on real
GDP. As a result, disposable income increases by considerably less than $1 once we in-
clude taxes in the model.

The increase in government tax revenue when real GDP rises isn’t the result of a de-
liberate decision or action by the government. It’s a consequence of the way the tax
laws are written, which causes most sources of government revenue to increase auto-
matically when real GDP goes up. For example, income tax receipts increase when real
GDP rises because the amount each individual owes in taxes depends positively on his
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Lump -sum taxes are taxes that don’t

depend on the taxpayer’s income.
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or her income, and households’ taxable income rises when real GDP rises. Sales tax re-
ceipts increase when real GDP rises because people with more income spend more on
goods and services. And corporate profit tax receipts increase when real GDP rises be-
cause profits increase when the economy expands.

The effect of these automatic increases in tax revenue is to reduce the size of the
multiplier. Remember, the multiplier is the result of a chain reaction in which higher
real GDP leads to higher disposable income, which leads to higher consumer spending,
which leads to further increases in real GDP. The fact that the government siphons off
some of any increase in real GDP means that at each stage of this process, the increase
in consumer spending is smaller than it would be if taxes weren’t part of the picture.
The result is to reduce the multiplier. 

Many macroeconomists believe it’s a good thing that in real life taxes reduce the
multiplier. Most, though not all, recessions are the result of negative demand shocks.
The same mechanism that causes tax revenue to increase when the economy expands
causes it to decrease when the economy contracts. Since tax receipts decrease when real
GDP falls, the effects of these negative demand shocks are smaller than they would be
if there were no taxes. The decrease in tax revenue reduces the adverse effect of the ini-
tial fall in aggregate demand. The automatic decrease in government tax revenue gener-
ated by a fall in real GDP—caused by a decrease in the amount of taxes households
pay—acts like an automatic expansionary fiscal policy implemented in the face of a re-
cession. Similarly, when the economy expands, the government finds itself automati-
cally pursuing a contractionary fiscal policy—a tax increase. Government spending and
taxation rules that cause fiscal policy to be automatically expansionary when the econ-
omy contracts and automatically contractionary when the economy expands, without

requiring any deliberate action by policy makers, are called auto-
matic stabilizers.

The rules that govern tax collection aren’t the only automatic
stabilizers, although they are the most important ones. Some
types of government transfers also play a stabilizing role. For ex-
ample, more people receive unemployment insurance when the
economy is depressed than when it is booming. The same is true
of Medicaid and food stamps. So transfer payments tend to rise
when the economy is contracting and fall when the economy is ex-
panding. Like changes in tax revenue, these automatic changes in
transfers tend to reduce the size of the multiplier because the
total change in disposable income that results from a given rise or
fall in real GDP is smaller.

As in the case of government tax revenue, many macroecono-
mists believe that it’s a good thing that government transfers re-
duce the multiplier. Expansionary and contractionary fiscal
policies that are the result of automatic stabilizers are widely con-
sidered helpful to macroeconomic stabilization, because they
blunt the extremes of the business cycle. But what about fiscal pol-
icy that isn’t the result of automatic stabilizers? Discretionary fis-
cal policy is fiscal policy that is the direct result of deliberate
actions by policy makers rather than automatic adjustment. For

example, during a recession, the government may pass legislation that cuts taxes and
increases government spending in order to stimulate the economy. In general, mainly
due to problems with time lags as discussed in Module 10, economists tend to sup-
port the use of discretionary fiscal policy only in special circumstances, such as an es-
pecially severe recession.

A historical example of discretionary 
fiscal policy was the Works Progress 
Administration (WPA), a relief measure
established during the Great Depression
that put the unemployed to work 
building bridges, roads, buildings, 
and parks.
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Automatic stabilizers are government

spending and taxation rules that cause fiscal

policy to be automatically expansionary when

the economy contracts and automatically

contractionary when the economy expands.

Discretionary fiscal policy is fiscal policy

that is the result of deliberate actions by

policy makers rather than rules.
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About That Stimulus Package . . .
In early 2008, there was broad bipartisan

agreement that the U.S. economy needed a fis-

cal stimulus. There was, however, sharp parti-

san disagreement about what form that

stimulus should take. The eventual bill was a

compromise that left both sides unhappy and

arguably made the stimulus less effective than

it could have been.

Initially, there was little support for an in-

crease in government purchases of goods and

services—that is, neither party wanted to build

bridges and roads to stimulate the economy.

Both parties believed that the economy needed

a quick boost, and ramping up spending would

take too long. But there was a fierce debate

over whether the stimulus should take the form

of a tax cut, which would deliver its biggest

benefits to those who paid the most taxes, or an

increase in transfer payments targeted at Amer-

icans most in economic distress.

The eventual compromise gave most taxpayers

a flat $600 rebate, $1,200 for married couples.

Very  high -income taxpayers were not entitled to a

rebate; low earners who didn’t make enough to

pay income taxes, but did pay other taxes, re-

ceived $300. In effect, the plan was a combina-

tion of tax cuts for most Americans and transfer

payments to Americans with low incomes.

How well designed was the stimulus plan?

Many economists believed that only a fraction

of the rebate checks would actually be spent, so

that the eventual multiplier would be fairly low.

White House economists appeared to agree:

they estimated that the stimulus would raise

employment by half a million jobs above what it

would have been otherwise, the same number

offered by independent economists who be-

lieved that the multiplier on the plan would be

around 0.75. (Remember, the multiplier on

changes in taxes or transfers can be less than

1.) Some economists were critical, arguing that

Congress should have insisted on a plan that

yielded more “bang for the buck.”

Both Democratic and Republican economists

working for Congress defended the plan, argu-

ing that the perfect is the enemy of the good—

that it was the best that could be negotiated on

short notice and was likely to be of real help in

fighting the economy’s weakness. But by late

summer 2008, with the U.S. economy still in the

doldrums, there was widespread agreement

that the plan’s results had been disappointing.

And by late 2008, with the economy shrinking

further, policy makers were working on a new,

much larger stimulus plan that relied more

heavily on government purchases. The Ameri-

can Recovery and Reinvestment Act was passed

in February 2009. The bill called for $787 billion

in expenditures on stimulus in three areas: help

for the unemployed and those receiving Medi-

caid and food stamps; investments in infra-

structure, energy, and health care; and tax cuts

for families and small businesses. 

Despite controversies over specifics, the gen-

eral consensus about active stabilization policy

is apparent: when at first you don’t succeed, try,

try again.
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Check Your Understanding 
3. The country of Boldovia has no unemployment insurance

benefits and a tax system using only lump-sum taxes. The
neighboring country of Moldovia has generous unemployment
benefits and a tax system in which residents must pay a
percentage of their income. Which country will experience
greater variation in real GDP in response to demand shocks,
positive and negative? Explain.

Solutions appear at the back of the book.

1. Explain why a $500 million increase in government purchases
of goods and services will generate a larger rise in real GDP than
a $500 million increase in government transfers.

2. Explain why a $500 million reduction in government purchases
of goods and services will generate a larger fall in real GDP than
a $500 million tax increase.
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Tackle the Test: Multiple-Choice Questions
1. The marginal propensity to consume

I. has a negative relationship to the multiplier.
II. is equal to 1.

III. represents the proportion of consumers’ disposable
income that is spent.

a. I only
b. II only
c. III only
d. I and III only
e. I, II, and III

2. Assume that taxes and interest rates remain unchanged when
government spending increases, and that both savings and
consumer spending increase when income increases. The
ultimate effect on real GDP of a $100 million increase in
government purchases of goods and services will be
a. an increase of $100 million.
b. an increase of more than $100 million.
c. an increase of less than $100 million.
d. an increase of either more than or less than $100 million,

depending on the MPC.
e. a decrease of $100 million.

3. The presence of taxes has what effect on the multiplier? They
a. increase it.
b. decrease it.
c. destabilize it.
d. negate it.
e. have no effect on it.

4. A lump-sum tax is
a. higher as income increases.
b. lower as income increases.
c. independent of income.
d. the most common form of tax.
e. a type of business tax.

5. Which of the following is NOT an automatic stabilizer?
a. income taxes
b. unemployment insurance
c. Medicaid
d. food stamps
e. monetary policy

Tackle the Test: Free-Response Questions
1. Assume the MPC in an economy is 0.8 and the government

increases government purchases of goods and services by 
$50 million. Also assume the absence of taxes, international
trade, and changes in the aggregate price level.
a. What is the value of the multiplier?
b. By how much will real GDP change as a result of the increase

in government purchases?
c. What would happen to the size of the effect on real GDP if

the MPC fell? Explain.
d. If we relax the assumption of no taxes, automatic changes in

tax revenue as income changes will have what effect on the
size of the multiplier?

Answer (5 points)

1 point: Multiplier = 1/(1 − MPC ) = 1/(1 − 0.8) = 1/0.2 = 5

1 point: $50 million × 5 = $250 million

1 point: It would decrease.

1 point: The multiplier is 1/(1 − MPC ). A fall in MPC increases the denominator,
(1 − MPC ), and therefore decreases the multiplier.

1 point: Decrease it

2. A change in government purchases of goods and services results
in a change in real GDP equal to $200 million. Assume the
absence of taxes, international trade, and changes in the
aggregate price level.
a. Suppose that the MPC is equal to 0.75. What was the size of

the change in government purchases of goods and services
that resulted in the increase in real GDP of $200 million?

b. Now suppose that the change in government purchases of
goods and services was $20 million. What value of the
multiplier would result in an increase in real GDP of 
$200 million?

c. Given the value of the multiplier you calculated in part b,
what marginal propensity to save would have led to that
value of the multiplier?
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Summary

1. The consumption function shows how an individual
household’s consumer spending is determined by its
current disposable income. The aggregate consump-
tion function shows the relationship for the entire
economy. According to the life-cycle hypothesis, house-
holds try to smooth their consumption over their life-
times. As a result, the aggregate consumption function
shifts in response to changes in expected future dispos-
able income and changes in aggregate wealth.

2. Planned investment spending depends negatively on
the interest rate and on existing production capacity; it
depends positively on expected future real GDP. 

3. Firms hold inventories of goods so that they can satisfy
consumer demand quickly. Inventory investment is
positive when firms add to their inventories, negative
when they reduce them. Often, however, changes in in-
ventories are not a deliberate decision but the result of
mistakes in forecasts about sales. The result is un-
planned inventory investment, which can be either
positive or negative. Actual investment spending is
the sum of planned investment spending and un-
planned inventory investment.

4. The aggregate demand curve shows the relationship
between the aggregate price level and the quantity of ag-
gregate output demanded.

5. The aggregate demand curve is downward sloping for
two reasons. The first is the wealth effect of a change
in the aggregate price level—a higher aggregate price
level reduces the purchasing power of households’
wealth and reduces consumer spending. The second is
the interest rate effect of a change in the aggregate
price level—a higher aggregate price level reduces the
purchasing power of households’ and firms’ money
holdings, leading to a rise in interest rates and a fall in
investment spending and consumer spending.

6. The aggregate demand curve shifts because of changes
in expectations, changes in wealth not due to changes in
the aggregate price level, and the effect of the size of the
existing stock of physical capital. Policy makers can use
fiscal policy and monetary policy to shift the aggre-
gate demand curve.

7. The aggregate supply curve shows the relationship be-
tween the aggregate price level and the quantity of ag-
gregate output supplied.

8. The short -run aggregate supply curve is upward slop-
ing because nominal wages are sticky in the short run:
a higher aggregate price level leads to higher profit per
unit of output and increased aggregate output in the
short run.

9. Changes in commodity prices, nominal wages, and pro-
ductivity lead to changes in producers’ profits and shift
the short -run aggregate supply curve.

10. In the long run, all prices, including nominal wages, are
flexible and the economy produces at its potential out-
put. If actual aggregate output exceeds potential out-
put, nominal wages will eventually rise in response to
low unemployment and aggregate output will fall. If po-
tential output exceeds actual aggregate output, nominal
wages will eventually fall in response to high unemploy-
ment and aggregate output will rise. So the long -run
aggregate supply curve is vertical at potential output.

11. In the AD–AS model, the intersection of the short -run
aggregate supply curve and the aggregate demand curve
is the point of short -run macroeconomic equilib-
rium. It determines the short -run equilibrium aggre-
gate price level and the level of short -run equilibrium
aggregate output.

12. Economic fluctuations occur because of a shift of the
aggregate demand curve (a demand shock) or the short -
run aggregate supply curve (a supply shock). A demand
shock causes the aggregate price level and aggregate
output to move in the same direction as the economy
moves along the short -run aggregate supply curve. A
supply shock causes them to move in opposite direc-
tions as the economy moves along the aggregate de-
mand curve. A particularly nasty occurrence is
stagflation—inflation and falling aggregate output—
which is caused by a negative supply shock.

13. Demand shocks have only short -run effects on aggre-
gate output because the economy is self -correcting in
the long run. In a recessionary gap, an eventual fall in
nominal wages moves the economy to long -run macro-
economic equilibrium, in which aggregate output is
equal to potential output. In an inflationary gap, an
eventual rise in nominal wages moves the economy to
long -run macroeconomic equilibrium. We can use the
output gap, the percentage difference between actual
aggregate output and potential output, to summarize
how the economy responds to recessionary and infla-
tionary gaps. Because the economy tends to be self -cor-
recting in the long run, the output gap always tends
toward zero.

14. The high cost—in terms of unemployment—of a reces-
sionary gap and the future adverse consequences of an
inflationary gap lead many economists to advocate ac-
tive stabilization policy: using fiscal or monetary pol-
icy to offset demand shocks. There can be drawbacks,
however, because such policies may contribute to a
long -term rise in the budget deficit, leading to lower

S e c t i o n 4 Review
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long -run growth. Also, poorly timed policies can in-
crease economic instability.

15. Negative supply shocks pose a policy dilemma: a policy
that counteracts the fall in aggregate output by increas-
ing aggregate demand will lead to higher inflation, but
a policy that counteracts inflation by reducing aggre-
gate demand will deepen the output slump.

16. The government plays a large role in the economy, col-
lecting a large share of GDP in taxes and spending a
large share both to purchase goods and services and to
make transfer payments, largely for social insurance.
Fiscal policy is the use of taxes, government transfers,
or government purchases of goods and services to shift
the aggregate demand curve. But many economists cau-
tion that a very active fiscal policy may in fact make the
economy less stable due to time lags in policy formula-
tion and implementation.

17. Government purchases of goods and services directly af-
fect aggregate demand, and changes in taxes and gov-
ernment transfers affect aggregate demand indirectly by
changing households’ disposable income. Expansion-
ary fiscal policy shifts the aggregate demand curve
rightward; contractionary fiscal policy shifts the ag-
gregate demand curve leftward.

18. Fiscal policy has a multiplier effect on the economy, the
size of which depends upon the fiscal policy. Except in

the case of lump-sum taxes, taxes reduce the size of the
multiplier. Expansionary fiscal policy leads to an increase
in real GDP, while contractionary fiscal policy leads to a
reduction in real GDP. Because part of any change in
taxes or transfers is absorbed by savings in the first
round of spending, changes in government purchases of
goods and services have a more powerful effect on the
economy than equal-size changes in taxes or transfers.

19. An autonomous change in aggregate spending leads
to a chain reaction in which the total change in real
GDP is equal to the multiplier times the initial change
in aggregate spending. The size of the multiplier,
1/(1 − MPC), depends on the marginal propensity to
consume, MPC, the fraction of an additional dollar of
disposable income spent on consumption. The larger
the MPC, the larger the multiplier and the larger the
change in real GDP for any given autonomous change
in aggregate spending. The fraction of an additional
dollar of disposable income that is saved is called the
marginal propensity to save, MPS.

20. Rules governing taxes—with the exception of lump-sum
taxes—and some transfers act as automatic stabilizers,
reducing the size of the multiplier and automatically re-
ducing the size of fluctuations in the business cycle. In
contrast, discretionary fiscal policy arises from delib-
erate actions by policy makers rather than from the
business cycle.
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Key Terms

1. A fall in the value of the dollar against other currencies makes
U.S. final goods and services cheaper to foreigners even though
the U.S. aggregate price level stays the same. As a result, foreign-
ers demand more American aggregate output. Your study part-

ner says that this represents a movement down the aggregate de-
mand curve because foreigners are demanding more in response
to a lower price. You, however, insist that this represents a right-
ward shift of the aggregate demand curve. Who is right? Explain.

Problems
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2. Your study partner is confused by the upward -sloping short-run
aggregate supply curve and the vertical long -run aggregate sup-
ply curve. How would you explain the shapes of these two curves?

3. Suppose that in Wageland all workers sign annual wage con-
tracts each year on January 1. No matter what happens to prices
of final goods and services during the year, all workers earn the
wage specified in their annual contract. This year, prices of final
goods and services fall unexpectedly after the contracts are
signed. Answer the following questions using a diagram and as-
sume that the economy starts at potential output.

a. In the short run, how will the quantity of aggregate output
supplied respond to the fall in prices?

b. What will happen when firms and workers renegotiate their
wages?

4. Determine whether, in the short run, each of the following
events causes a shift of a curve or a movement along a curve.
Also determine which curve is involved and the direction of
the change.

a. As a result of new discoveries of iron ore used to make steel,
producers now pay less for steel, a major commodity used
in production.

b. An increase in the money supply by the Federal Reserve in-
creases the quantity of money that people wish to lend, low-
ering interest rates.

c. Greater union activity leads to higher nominal wages.

d. A fall in the aggregate price level increases the purchasing
power of households’ and firms’ money holdings. As a re-
sult, they borrow less and lend more.

5. Suppose that all households hold all their wealth in assets that
automatically rise in value when the aggregate price level rises
(an example of this is what is called an “inflation -indexed
bond”—a bond for which the interest rate, among other things,
changes one -for- one with the inflation rate). What happens to
the wealth effect of a change in the aggregate price level as a re-
sult of this allocation of assets? What happens to the slope of the
aggregate demand curve? Will it still slope downward? Explain.

6. Suppose that the economy is currently at potential output.
Also suppose that you are an economic policy maker and that
a college economics student asks you to rank, if possible, your
most preferred to least preferred type of shock: positive de-
mand shock, negative demand shock, positive supply shock,
negative supply shock. For those shocks that can be ranked,
how would you rank them and why?

7. Explain whether the following government policies affect the
aggregate demand curve or the short -run aggregate supply
curve and how.

a. The government reduces the minimum nominal wage.

b. The government increases Temporary Assistance to Needy
Families (TANF) payments, government transfers to fami-
lies with dependent children.

c. To reduce the budget deficit, the government announces that
households will pay much higher taxes beginning next year.

d. The government reduces military spending.

8. In Wageland, all workers sign an annual wage contract 
each year on January 1. In late January, a new computer oper-
ating system is introduced that increases labor productivity
dramatically. Explain how Wageland will move from one

short -run macroeconomic equilibrium to another. Illustrate
with a diagram.

9. The Conference Board publishes the Consumer Confidence
Index (CCI) every month based on a survey of 5,000 represen-
tative U.S. households. It is used by many economists to track
the state of the economy. A press release by the Board on April
29, 2008 stated: “The Conference Board Consumer Confi-
dence Index, which had declined sharply in March, fell further
in April. The Index now stands at 62.3 (1985 = 100), down
from 65.9 in March.”

a. As an economist, is this news encouraging for economic
growth?

b. Explain your answer to part a with the help of the AD–AS
model. Draw a typical diagram showing two equilibrium
points (E1) and (E2). Label the vertical axis “Aggregate price
level” and the horizontal axis “Real GDP.” Assume that all
other major macroeconomic factors remain unchanged.

c. How should the government respond to this news? What
are some policy measures that could be used to help neu-
tralize the effect of falling consumer confidence?

10. There were two major shocks to the U.S. economy in 2007,
leading to a severe economic slowdown. One shock was related
to oil prices; the other was the slump in the housing market.
This question analyzes the effect of these two shocks on GDP
using the AD–AS framework.

a. Draw typical aggregate demand and short-run aggregate sup-
ply curves. Label the horizontal axis “Real GDP” and the ver-
tical axis “Aggregate price level.” Label the equilibrium point
E1, the equilibrium quantity Y1, and equilibrium price P1.

b. Data taken from the Department of Energy indicate that the
average price of crude oil in the world increased from $54.63
per barrel on January 5, 2007, to $92.93 on December 28,
2007. Would an increase in oil prices cause a demand shock or
a supply shock? Redraw the diagram from part a to illustrate
the effect of this shock by shifting the appropriate curve.

c. The Housing Price Index, published by the Office of Federal
Housing Enterprise Oversight, calculates that U.S. home
prices fell by an average of 3.0% in the 12 months between Jan-
uary 2007 and January 2008. Would the fall in home prices
cause a supply shock or demand shock? Redraw the diagram
from part b to illustrate the effect of this shock by shifting the
appropriate curve. Label the new equilibrium point E2, the
equilibrium quantity Y2, and equilibrium price P2.

d. Compare the equilibrium points E1 and E2 in your diagram
for part c. What was the effect of the two shocks on real
GDP and the aggregate price level (increase, decrease, or in-
determinate)?

11. Using aggregate demand, short -run aggregate supply, and long -
run aggregate supply curves, explain the process by which each
of the following economic events will move the economy from
one long -run macroeconomic equilibrium to another. Illustrate
with diagrams. In each case, what are the short -run and long -
run effects on the aggregate price level and aggregate output?

a. There is a decrease in households’ wealth due to a decline in
the stock market.

b. The government lowers taxes, leaving households with
more disposable income, with no corresponding reduction
in government purchases.

Section 4  Summary
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12. Using aggregate demand, short -run aggregate supply, and
long -run aggregate supply curves, explain the process by which
each of the following government policies will move the econ-
omy from one long -run macroeconomic equilibrium to an-
other. Illustrate with diagrams. In each case, what are the
short -run and long -run effects on the aggregate price level and
aggregate output?

a. There is an increase in taxes on households.

b. There is an increase in the quantity of money.

c. There is an increase in government spending.

13. The economy is in short -run macroeconomic equilibrium at
point E1 in the accompanying diagram. Based on the diagram,
answer the following questions.

a. Is the economy facing an inflationary or a recessionary gap?

b. What policies can the government implement that might
bring the economy back to long -run macroeconomic equi-
librium? Illustrate with a diagram.

c. If the government did not intervene to close this gap, would
the economy return to long -run macroeconomic equilib-
rium? Explain and illustrate with a diagram.

d. What are the advantages and disadvantages of the govern-
ment implementing policies to close the gap?

14. In the accompanying diagram, the economy is in long -run
macroeconomic equilibrium at point E1 when an oil shock
shifts the short -run aggregate supply curve to SRAS2. Based on
the diagram, answer the following questions.

a. How do the aggregate price level and aggregate output
change in the short run as a result of the oil shock? What is
this phenomenon known as?

b. What fiscal policies can the government use to address the
effects of the supply shock? Use a diagram that shows the
effect of policies chosen to address the change in real GDP.

Real GDP

Aggregate
price
level

Y1

LRAS

SRAS2

SRAS1

P1

AD1

E1

Real GDP

Aggregate
price
level

YPY1

LRAS

SRAS1

AD1

E1
P1

Use another diagram to show the effect of policies chosen
to address the change in the aggregate price level.

c. Why do supply shocks present a dilemma for government
policy makers?

15. The late 1990s in the United States were characterized by sub-
stantial economic growth with low inflation; that is, real GDP
increased with little, if any, increase in the aggregate price level.
Explain this experience using aggregate demand and aggregate
supply curves. Illustrate with a diagram.

16. In each of the following cases, either a recessionary or infla-
tionary gap exists. Assume that the aggregate supply curve is
horizontal, so that the change in real GDP arising from a shift
of the aggregate demand curve equals the size of the shift of
the curve. Calculate both the change in government purchases
of goods and services, and, alternatively, the change in govern-
ment transfers necessary to close the gap.

a. Real GDP equals $100 billion, potential output equals 
$160 billion, and the marginal propensity to consume is 0.75.

b. Real GDP equals $250 billion, potential output equals 
$200 billion, and the marginal propensity to consume is 0.5.

c. Real GDP equals $180 billion, potential output equals 
$100 billion, and the marginal propensity to consume is 0.8.

17. Most macroeconomists believe it is a good thing that 
taxes act as automatic stabilizers and lower the size of the
multiplier. However, a smaller multiplier means that the
change in government purchases of goods and services, gov-
ernment transfers, or taxes necessary to close an inflationary
or recessionary gap is larger. How can you explain this ap-
parent inconsistency?

18. The accompanying table shows how consumers’ marginal
propensities to consume in a particular economy are related to
their level of income.

a. Suppose the government engages in increased purchases of
goods and services. For each of the income groups in the ac-
companying table, what is the value of the multiplier—that
is, what is the “bang for the buck” from each dollar the gov-
ernment spends on government purchases of goods and
services in each income group?

b. If the government needed to close a recessionary or infla-
tionary gap, at which group should it primarily aim its fis-
cal policy of changes in government purchases of goods 
and services?

19. From 2003 to 2008, Eastlandia experienced large fluctuations
in both aggregate consumer spending and disposable income,
but wealth, the interest rate, and expected future disposable in-
come did not change. The accompanying table shows the level
of aggregate consumer spending and disposable income in

Income range Marginal propensity to consume

$0 − $20,000 0.9

$20,001 − $40,000 0.8

$40,001 − $60,000 0.7

$60,001 − $80,000 0.6

Above $80,000 0.5
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millions of dollars for each of these years. Use this information
to answer the following questions. 

a. Plot the aggregate consumption function for Eastlandia.

b. What is the marginal propensity to consume? What is the
marginal propensity to save?

c. What is the aggregate consumption function?

20. From the end of 1995 to March 2000, the Standard and Poor’s
500 (S&P 500) stock index, a broad measure of stock market
prices, rose almost 150%, from 615.93 to a high of 1,527.46.
From that time to September 10, 2001, the index fell 28.5% to
1,092.54. How do you think the movements in the stock index
influenced both the growth in real GDP in the late 1990s and
the concern about maintaining consumer spending after the
terrorist attacks on September 11, 2001?

21. How will investment spending change as the following events
occur?

a. The interest rate falls as a result of Federal Reserve policy.

b. The U.S. Environmental Protection Agency decrees that cor-
porations must upgrade or replace their machinery in order
to reduce their emissions of sulfur dioxide.

c. Baby boomers begin to retire in large numbers and reduce
their savings, resulting in higher interest rates

22. Explain how each of the following actions will affect the level
of investment spending and unplanned inventory investment. 

a. The Federal Reserve raises the interest rate.

b. There is a rise in the expected growth rate of real GDP.

c. A sizable inflow of foreign funds into the country lowers
the interest rate.

23. The accompanying diagram shows the current macroeco-
nomic situation for the economy of Albernia. You have been
hired as an economic consultant to help the economy move to
potential output, YP.

AD1

SRAS

P1

Real GDPY1 YP

Aggregate
price
level

E1

LRAS

Potential
output

a. Is Albernia facing a recessionary or inflationary gap?

b. Which type of fiscal policy—expansionary or contrac-
tionary—would move the economy of Albernia to potential
output, YP? What are some examples of such policies?

c. Use a diagram to illustrate the macroeconomic situation 
in Albernia after the successful fiscal policy has been 
implemented.

24. The accompanying diagram shows the current macroeco-
nomic situation for the economy of Brittania; real GDP is Y1,
and the aggregate price level is P1. You have been hired as an
economic consultant to help the economy move to potential
output, YP.

a. Is Brittania facing a recessionary or inflationary gap?

b. Which type of fiscal policy—expansionary or contrac-
tionary—would move the economy of Brittania to potential
output, YP? What are some examples of such policies?

c. Illustrate the macroeconomic situation in Brittania with 
a diagram after the successful fiscal policy has been 
implemented.

25. An economy is in long -run macroeconomic equilibrium when
each of the following aggregate demand shocks occurs. What
kind of gap—inflationary or recessionary—will the economy
face after the shock, and what type of fiscal policies would help
move the economy back to potential output? How would your
recommended fiscal policy shift the aggregate demand curve?

a. A stock market boom increases the value of stocks held 
by households.

b. Firms come to believe that a recession in the near future 
is likely.

c. Anticipating the possibility of war, the government in-
creases its purchases of military equipment.

d. The quantity of money in the economy declines and interest
rates increase.

AD1

SRAS

P1

Real GDPY1YP

Aggregate
price
level

E1

LRAS

Potential
output
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Disposable income Consumer spending 
Year (millions of dollars) (millions of dollars)

2003 $100 $180

2004 350 380

2005 300 340

2006 400 420

2007 375 400

2008 500 500
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On October 2, 2004, FBI and Secret Service agents seized
a shipping container that had just arrived in Newark,
New Jersey, on a ship from China. Inside the container,
under cardboard boxes containing plastic toys, they
found what they were looking for: more than $300,000 
in counterfeit $100 bills. Two
months later, another shipment
with $3 million in counterfeit
bills was intercepted. Govern-
ment and law enforcement offi-
cials began alleging publicly that
these bills—which were high -
quality fakes, very hard to tell
from the real thing—were being
produced by the government of
North Korea.

The funny thing is that elabo-
rately decorated pieces of paper
have little or no intrinsic value. In-
deed, a $100 bill printed with blue
or orange ink literally wouldn’t be
worth the paper it was printed on.
But if the ink on that decorated
piece of paper is just the right
shade of green, people will think
that it’s money and will accept it as
payment for very real goods and
services. Why? Because they be-
lieve, correctly, that they can do
the same thing: exchange that
piece of green paper for real goods
and services.

In fact, here’s a riddle: If a fake $100 bill from North
Korea enters the United States, and nobody ever realizes
it’s fake, who gets hurt? Accepting a fake $100 bill isn’t like
buying a car that turns out to be a lemon or a meal that
turns out to be inedible; as long as the bill’s counterfeit 

nature remains undiscovered, 
it will pass from hand to hand
just like a real $100 bill. The 
answer to the riddle is that the
real victims of North Korean
counterfeiting are U.S. taxpayers
because counterfeit dollars re-
duce the revenues available to
pay for the operations of the U.S.
government. Accordingly, the
Secret Service diligently moni-
tors the integrity of U.S. cur-
rency, promptly investigating any
reports of counterfeit dollars. 

The efforts of the Secret Serv-
ice attest to the fact that money
isn’t like ordinary goods and
services. In this section we’ll
look at the role money plays, the
workings of a modern monetary
system, and the institutions that
sustain and regulate it. We’ll
then see how models of the
money and loanable funds mar-
kets help us understand mone-
tary policy as carried out by our
central bank—the Federal Reserve.

Module 22: Saving, Investment, and the
Financial System

Module 23: The Definition and Measurement 
of Money 

Module 24: The Time Value of Money

Module 25: Banking and Money Creation

Module 26: The Federal Reserve System:
History and Structure

Module 27: The Federal Reserve System:
Monetary Policy

Module 28: The Money Market

Module 29: The Market for Loanable Funds

Economics by Example:

“Does the Money Supply Matter?”
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Money is the essential channel that links the various
parts of the modern economy.
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• The relationship between

savings and investment

spending

• The purpose of the four

principal types of financial

assets: stocks, bonds, loans,

and bank deposits

• How financial intermediaries

help investors achieve

diversification

Module 22
Saving, Investment, and
the Financial System

Matching Up Savings and Investment Spending 
Two instrumental sources of economic growth are increases in the skills and knowl-
edge of the workforce, known as human capital, and increases in capital—goods used to
make other goods—which can also be called physical capital to distinguish it from
human capital. Human capital is largely provided by the government through public
education. (In countries with a large private education sector, like the United States,
private post-secondary education is also an important source of human capital.) But
physical capital, with the exception of infrastructure such as roads and bridges, is
mainly created through private investment spending—that is, spending by firms rather
than by the government.

Who pays for private investment spending? In some cases it’s the people or corpora-
tions who actually do the spending—for example, a family that owns a business might
use its own savings to buy new equipment or a new building, or a corporation might
reinvest some of its own profits to build a new factory. In the modern economy, how-
ever, individuals and firms who create physical capital often do it with other people’s
money—money that they borrow or raise by selling stock. If they borrow money to cre-
ate physical capital, they are charged an interest rate. The interest rate is the price, cal-
culated as a percentage of the amount borrowed, charged by lenders to borrowers for
the use of their savings for one year.

To understand how investment spending is financed, we need to look first at how
savings and investment spending are related for the economy as a whole. 

The Savings– Investment Spending Identity
The most basic point to understand about savings and investment spending is that
they are always equal. This is not a theory; it’s a fact of accounting called the savings–
investment spending identity.

To see why the savings– investment spending identity must be true, first imagine a
highly simplified economy in which there is no government and no interaction with

The interest rate is the price, calculated as

a percentage of the amount borrowed,

charged by lenders to borrowers for the use

of their savings for one year.

According to the savings–investment

spending identity, savings and investment

spending are always equal for the economy

as a whole.



other countries. The overall income of this simplified economy would, by definition, be
equal to total spending in the economy. Why? Because the only way people could earn
income would be by selling something to someone else, and every dollar spent in the
economy would create income for somebody. So in this simplified economy,

(22-1) Total income = Total spending

Now, what can people do with income? They can either spend it on consumption or
save it. So it must be true that

(22-2) Total income = Consumer spending + Savings

Meanwhile, spending consists of either consumer spending or investment spending:

(22-3) Total spending = Consumer spending + Investment spending

Putting these together, we get:

(22-4) Consumer spending + Savings = Consumer spending +
Investment spending

Subtract consumer spending from both sides, and we get:

(22-5) Savings = Investment spending

As we said, then, it’s a basic accounting fact that savings equals investment spending
for the economy as a whole.

So far, however, we’ve looked only at a simplified economy in which there is no gov-
ernment and no economic interaction with the rest of the world. Bringing these realis-
tic complications back into the story changes things in two ways.

First, households are not the only parties that can save in an economy. In any given
year the government can save, too, if it collects more tax revenue than it spends. When
this occurs, the difference is called a budget surplus and is equivalent to savings by
government. If, alternatively, government spending exceeds tax revenue, there is a
budget deficit—a negative budget surplus. In this case we often say that the govern-
ment is “dissaving”: by spending more than its tax revenues, the government is engaged
in the opposite of saving. We’ll define the term budget balance to refer to both cases,
with the understanding that the budget balance can be positive (a budget surplus) or
negative (a budget deficit). National savings is equal to the sum of private savings and
the budget balance, whereas private savings is disposable income (income after taxes)
minus consumption.

Second, the fact that any one country is part of a wider world economy means that
savings need not be spent on physical capital located in the same country in which the
savings are generated. That’s because the savings of people who live in any one coun-
try can be used to finance investment spending that takes place in other countries. So
any given country can receive inflows of funds—foreign savings that finance invest-
ment spending in the country. Any given country can also generate outflows of funds—
domestic savings that finance investment spending in another country.

The net effect of international inflows and outflows of funds on the total savings
available for investment spending in any given country is known as the capital inflow
into that country, equal to the total inflow of foreign funds minus the total outflow of
domestic funds to other countries. Like the budget balance, a capital inflow can be neg-
ative—that is, more capital can flow out of a country than flows into it. In recent years
the United States has experienced a consistent net inflow of capital from foreigners,
who view our economy as an attractive place to put their savings. In 2008, for example,
capital inflows into the United States were $707 billion.
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The budget surplus is the difference

between tax revenue and government

spending when tax revenue exceeds

government spending.

The budget deficit is the difference

between tax revenue and government

spending when government spending

exceeds tax revenue.

The budget balance is the difference

between tax revenue and government

spending.

National savings, the sum of private

savings and the budget balance, is the total

amount of savings generated within the

economy.

Capital inflow is the net inflow of funds 

into a country. 



It’s important to note that, from a national perspective, a dollar generated by na-
tional savings and a dollar generated by capital inflow are not equivalent. Yes, they can
both finance the same dollar’s worth of investment spending, but any dollar borrowed
from a saver must eventually be repaid with interest. A dollar that comes from na-
tional savings is repaid with interest to someone domestically—either a private party
or the government. But a dollar that comes as capital inflow must be repaid with in-

terest to a foreigner. So a dollar of investment spending financed
by a capital inflow comes at a higher national cost—the interest that
must eventually be paid to a foreigner—than a dollar of investment
spending financed by national savings.

So the application of the savings–investment spending iden-
tity to an economy that is open to inflows or outflows of capital
means that investment spending is equal to savings, where sav-
ings is equal to national savings plus capital inflow. That is, in an
economy with a positive capital inflow, some investment spend-
ing is funded by the savings of foreigners. And in an economy
with a negative capital inflow (a net outflow), some portion of
national savings is funding investment spending in other coun-
tries. In the United States in 2008, investment spending totaled
$2,632 billion. Private savings were $2,506.9 billion, offset by a

budget deficit of $683 billion and supplemented by capital inflows of $707 billion.
Notice that these numbers don’t quite add up; because data collection isn’t perfect,
there is a “statistical discrepancy” of $101 billion. But we know that this is an error
in the data, not in the theory, because the savings–investment spending identity
must hold in reality.

The Financial System
Financial markets are where households invest their current savings and their accumu-
lated savings, or wealth, by purchasing financial assets.

A financial asset is a paper claim that entitles the buyer to future income from the
seller. For example, when a saver lends funds to a company, the loan is a financial asset
sold by the company that entitles the lender (the buyer) to future income from the
company. A household can also invest its current savings or wealth by purchasing a
physical asset, a claim on a tangible object, such as a preexisting house or preexisting
piece of equipment. It gives the owner the right to dispose of the object as he or she
wishes (for example, rent it or sell it). 

If you were to go to your local bank and get a loan—say, to buy a new car—you and
the bank would be creating a financial asset: your loan. A loan is one important kind
of financial asset in the real world, one that is owned by the lender—in this case, your
local bank. In creating that loan, you and the bank would also be creating a liability, a
requirement to pay money in the future. So although your loan is a financial asset
from the bank’s point of view, it is a liability from your point of view: a requirement
that you repay the loan, including any interest. In addition to loans, there are three
other important kinds of financial assets: stocks, bonds, and bank deposits. Because a
financial asset is a claim to future income that someone has to pay, it is also someone
else’s liability. We’ll explain in detail shortly who bears the liability for each type of fi-
nancial asset.

These four types of financial assets exist because the economy has developed a set of
specialized markets, like the stock market and the bond market, and specialized insti-
tutions, like banks, that facilitate the flow of funds from lenders to borrowers. A well -
functioning financial system is a critical ingredient in achieving long -run growth
because it encourages greater savings and investment spending. It also ensures that sav-
ings and investment spending are undertaken efficiently. To understand how this oc-
curs, we first need to know what tasks the financial system needs to accomplish. Then
we can see how the job gets done.
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A household’s wealth is the value of its

accumulated savings.

A financial asset is a paper claim that

entitles the buyer to future income from 

the seller.

A physical asset is a claim on a tangible

object that gives the owner the right to

dispose of the object as he or she wishes.

A liability is a requirement to pay money in

the future.



Three Tasks of a Financial System
There are three important problems facing borrowers and lenders: transaction costs,
risk, and the desire for liquidity. The three tasks of a financial system are to reduce these
problems in a cost -effective way. Doing so enhances the efficiency of financial markets:
it makes it more likely that lenders and borrowers will make mutually beneficial
trades—trades that make society as a whole richer.

Reducing Transaction Costs Transaction costs are the expenses of actually putting
together and executing a deal. For example, arranging a loan requires spending time
and money negotiating the terms of the deal, verifying the borrower’s ability to pay,
drawing up and executing legal documents, and so on. Suppose a large business de-
cided that it wanted to raise $1 billion for investment spending. No individual would
be willing to lend that much. And negotiating individual loans from thousands of dif-
ferent people, each willing to lend a modest amount, would impose very large total
costs because each individual transaction would incur a cost. Total costs would be so
large that the entire deal would probably be unprofitable for the business.

Fortunately, that’s not necessary: when large businesses want to borrow money,
they either get a loan from a bank or sell bonds in the bond market. Obtaining a loan
from a bank avoids large transaction costs because it involves only a single borrower
and a single lender. We’ll explain more about how bonds work in the next section.
For now, it is enough to know that the principal reason there is a bond market is that
it allows companies to borrow large sums of money without incurring large transac-
tion costs.

Reducing Risk A second problem that real -world borrowers and lenders face is finan-
cial risk, uncertainty about future outcomes that involve financial losses or gains. Fi-
nancial risk (which from now on we’ll simply call “risk”) is a problem because the
future is uncertain; it holds the potential for losses as well as gains. 

Most people are risk -averse, although to differing degrees. A well -functioning fi-
nancial system helps people reduce their exposure to risk. Suppose the owner of a
business expects to make a greater profit if she buys additional capital equipment but
isn’t completely sure of this result. She could pay for the equipment by using her sav-
ings or selling her house. But if the profit is significantly less than expected, she will
have lost her savings, or her house, or both. That is, she would be exposing herself to a
lot of risk due to uncertainty about how well or poorly the business performs. So,
being risk -averse, this business owner wants to share the risk of purchasing new capi-
tal equipment with someone, even if that requires sharing some of the profit if all goes
well. How can she do this? By selling shares of her company to other people and using
the money she receives from selling shares, rather than money from the sale of her
other assets, to finance the equipment purchase. By selling shares in her company, she
reduces her personal losses if the profit is less than expected: she won’t have lost her
other assets. But if things go well, the shareholders earn a share of the profit as a re-
turn on their investment.

By selling a share of her business, the owner has achieved diversification: she has been
able to invest in several things in a way that lowers her total risk. She has maintained
her investment in her bank account, a financial asset; in ownership of her house, a
physical asset; and in ownership of the unsold portion of her business, also a physical
asset. By engaging in diversification—investing in several assets with unrelated, or in-
dependent, risks—our business owner has lowered her total risk of loss. The desire of
individuals to reduce their total risk by engaging in diversification is why we have
stocks and a stock market. 

Providing Liquidity The third and final task of the financial system is to provide in-
vestors with liquidity, which—like risk—becomes relevant because the future is uncer-
tain. Suppose that, having made a loan, a lender suddenly finds himself in need of
cash—say, to pay for a medical emergency. Unfortunately, if that loan was made to a
business that used it to buy new equipment, the business cannot repay the loan on

m o d u l e 2 2 S a v i n g ,  I n v e s t m e n t ,  a n d  t h e  F i n a n c i a l  S y s t e m 225

S
e

c
tio

n
 5

 T
h

e
 F

in
a

n
c

ia
l S

e
c

to
r

Transaction costs are the expenses of

negotiating and executing a deal.

Financial risk is uncertainty about future

outcomes that involve financial losses 

and gains.

An individual can engage in diversification

by investing in several different assets so that

the possible losses are independent events.



short notice to satisfy the lender’s need to recover his money.
Knowing this in advance—that there is a danger of needing
to get his money back before the term of the loan is up—our

lender might be reluctant to lock up his money by lending it
to a business.

An asset is liquid if it can be quickly converted into cash with-
out much loss of value, illiquid if it cannot. As we’ll see, stocks

and bonds are a partial answer to the problem of liquidity.
Banks provide a further way for individuals to hold liquid

assets and still finance illiquid investments.
To help lenders and borrowers make mutually bene-

ficial deals, then, the economy needs ways to reduce
transaction costs, to reduce and manage risk through di-

versification, and to provide liquidity. How does it achieve
these tasks? With a variety of financial assets.

Types of Financial Assets
In the modern economy there are four main types of financial assets: loans, bonds,
stocks, and bank deposits. In addition, financial innovation has allowed the creation of a
wide range of loan-backed securities. Each serves a somewhat different purpose. We’ll ex-
plain loans, bonds, stocks, and loan-backed securities first. Then we’ll turn to bank de-
posits when we explain the role banks play as financial intermediaries.

Loans A loan is a lending agreement between an individual lender and an individual
borrower. Most people encounter loans in the form of bank loans to finance the purchase
of a car or a house. And small businesses usually use bank loans to buy new equipment.

The good aspect of loans is that a given loan is usually tailored to the needs of the
borrower. Before a small business can get a loan, it usually has to discuss its business
plans, its profits, and so on with the lender. This results in a loan that meets the bor-
rower’s needs and ability to repay.

The bad aspect of loans is that making a loan to an individual person or a business
typically involves a lot of transaction costs, such as the cost of negotiating the terms of
the loan, investigating the borrower’s credit history and ability to repay, and so on. To
minimize these costs, large borrowers such as major corporations and governments
often take a more streamlined approach: they sell (or issue) bonds.

Bonds A bond is an IOU issued by the borrower. Normally, the seller of the bond
promises to pay a fixed sum of interest each year and to repay the principal—the value
stated on the face of the bond—to the owner of the bond on a particular date. So a
bond is a financial asset from its owner’s point of view and a liability from its issuer’s
point of view. A bond issuer sells a number of bonds with a given interest rate and ma-

turity date to whoever is willing to buy them, a process that avoids costly
negotiation of the terms of a loan with many individual lenders.

Bond purchasers can acquire information free of charge on the qual-
ity of the bond issuer, such as the bond issuer’s credit history, from bond -

rating agencies rather than having to incur the expense of investigating it
themselves. A particular concern for investors is the possibility of de-

fault, the risk that the bond issuer might fail to make payments as speci-
fied by the bond contract. Once a bond’s risk of default has been rated, it

can be sold on the bond market as a more or less standardized product—a
product with clearly defined terms and quality. In general, bonds with 

a higher default risk must pay a higher interest rate to attract investors.
Another important advantage of bonds is that they are easy to resell. This

provides liquidity to bond purchasers. Indeed, a bond will often pass through
many hands before it finally comes due. Loans, in contrast, are much more

difficult to resell because, unlike bonds, they are not standardized: they differ
in size, quality, terms, and so on. This makes them a lot less liquid than bonds.
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An asset is liquid if it can be quickly

converted into cash without much loss of

value.

An asset is illiquid if it cannot be quickly

converted into cash without much loss of

value.

A loan is a lending agreement between an

individual lender and an individual borrower.

A default occurs when a borrower fails to

make payments as specified by the loan or

bond contract.



Loan-backed Securities Loan-backed securities, assets created by pooling individ-
ual loans and selling shares in that pool (a process called securitization), have become ex-
tremely popular over the past two decades. While mortgage-backed securities, in which
thousands of individual home mortgages are pooled and shares sold to investors, are
the best-known example, securitization has also been widely applied to student loans,
credit card loans, and auto loans. These loan-backed securities trade on financial mar-
kets like bonds and are preferred by investors because they provide more diversification
and liquidity than individual loans. However, with so many loans packaged together, it
can be difficult to assess the true quality of the asset. That difficulty came to haunt in-
vestors during the financial crisis of 2007–2008, when the bursting of the housing bub-
ble led to widespread defaults on mortgages and large losses for holders of “supposedly
safe” mortgage-backed securities, causing pain that spread throughout the entire fi-
nancial system.

Stocks A stock is a share in the ownership of a company. A share of stock is a financial
asset from its owner’s point of view and a liability from the company’s point of view. Not
all companies sell shares of their stock; “privately held”
companies are owned by an individual or a few partners,
who get to keep all of the company’s profit. Most large
companies, however, do sell stock. For example, as this
book goes to press, Microsoft has nearly 9 billion shares
outstanding; if you buy one of those shares, you are en-
titled to one-nine billionth of the company’s profit, as
well as 1 of 9 billion votes on company decisions.

Why does Microsoft, historically a very profitable
company, allow you to buy a share in its ownership?
Why don’t Bill Gates and Paul Allen, the two founders
of Microsoft, keep complete ownership for them-
selves and just sell bonds for their investment spending
needs? The reason, as we have just learned, is risk: few individuals are risk -tolerant
enough to face the risk involved in being the sole owner of a large company.

Reducing the risk that business owners face, however, is not the only way in which
the existence of stocks improves society’s welfare: it also improves the welfare of in-
vestors who buy stocks (that is, shareowners, or shareholders). Shareowners are able
to enjoy the higher returns over time that stocks generally offer in comparison to
bonds. Over the past century, stocks have typically yielded about 7% after adjusting
for inflation; bonds have yielded only about 2%. But as investment companies warn
you, “Past performance is no guarantee of future performance.” And there is a down-
side: owning the stock of a given company is riskier than owning a bond issued by the
same company. Why? Loosely speaking, a bond is a promise while a stock is a hope: by
law, a company must pay what it owes its lenders (bondholders) before it distributes
any profit to its shareholders. And if the company should fail (that is, be unable to pay
its interest obligations and declare bankruptcy), its physical and financial assets go to
its bondholders—its lenders—while its shareholders typically receive nothing. So, al-
though a stock generally provides a higher return to an investor than a bond, it also
carries higher risk.

The financial system has devised ways to help investors as well as business owners si-
multaneously manage risk and enjoy somewhat higher returns. It does that through
the services of institutions known as financial intermediaries.

Financial Intermediaries
A financial intermediary is an institution that transforms funds gathered from
many individuals into financial assets. The most important types of financial inter-
mediaries are mutual funds, pension funds, life insurance companies, and banks. About three-
 quarters of the financial assets Americans own are held through these intermediaries
rather than directly.
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A loan-backed security is an asset

created by pooling individual loans and selling

shares in that pool.

A financial intermediary is an institution

that transforms the funds it gathers from

many individuals into financial assets.



Mutual Funds As we’ve explained, owning shares of a company entails risk in return
for a higher potential reward. But it should come as no surprise that stock investors
can lower their total risk by engaging in diversification. By owning a diversified portfolio
of stocks—a group of stocks in which risks are unrelated to, or offset, one another—
rather than concentrating investment in the shares of a single company or a group of
related companies, investors can reduce their risk. In addition, financial advisers, aware
that most people are risk -averse, almost always advise their clients to diversify not only
their stock portfolio but also their entire wealth by holding other assets in addition to
stock—assets such as bonds, real estate, and cash. (And, for good measure, to have
plenty of insurance in case of accidental losses!)

However, for individuals who don’t have a large amount of money to invest—say $1
million or more—building a diversified stock portfolio can incur high transaction costs
(particularly fees paid to stockbrokers) because they are buying a few shares of a lot of
companies. Fortunately for such investors, mutual funds help solve the problem of

achieving diversification without high transaction costs. A mutual
fund is a financial intermediary that creates a stock portfolio by buy-
ing and holding shares in companies and then selling shares of the stock
portfolio to individual investors. By buying these shares, investors with
a relatively small amount of money to invest can indirectly hold a di-
versified portfolio, achieving a better return for any given level of risk
than they could otherwise achieve. 

The mutual fund industry represents a huge portion of the modern
U.S. economy, not just of the U.S. financial system. In total, U.S. mu-
tual funds had assets of $10 trillion in late 2009. The largest mutual
fund company at the end of 2009 was Fidelity Investments, which
managed $1.5 trillion in funds.

We should mention, by the way, that mutual funds do charge fees
for their services. These fees are quite small for mutual funds that sim-
ply hold a diversified portfolio of stocks, without trying to pick win-

ners. But the fees charged by mutual funds that claim to have special expertise in
investing your money can be quite high.

Pension Funds and Life Insurance Companies In addition to mutual funds, many
Americans have holdings in pension funds, nonprofit institutions that collect the sav-
ings of their members and invest those funds in a wide variety of assets, providing their
members with income when they retire. Although pension funds are subject to some
special rules and receive special treatment for tax purposes, they function much like
mutual funds. They invest in a diverse array of financial assets, allowing their members
to achieve more cost -effective diversification and conduct more market research than
they would be able to individually. At the end of 2009, pension funds in the United
States held more than $9 trillion in assets.

Americans also have substantial holdings in the policies of life insurance compa-
nies, which guarantee a payment to the policyholder’s beneficiaries (typically, the fam-
ily) when the policyholder dies. By enabling policyholders to cushion their beneficiaries
from financial hardship arising from their death, life insurance companies also improve
welfare by reducing risk.

Banks Recall the problem of liquidity: other things equal, people want assets that can
be readily converted into cash. Bonds and stocks are much more liquid than physical
assets or loans, yet the transaction cost of selling bonds or stocks to meet a sudden ex-
pense can be large. Furthermore, for many small and moderate -size companies, the
cost of issuing bonds and stocks is too large, given the modest amount of money they
seek to raise. A bank is an institution that helps resolve the conflict between lenders’
needs for liquidity and the financing needs of borrowers who don’t want to use the
stock or bond markets.

A bank works by first accepting funds from depositors: when you put your money in a
bank, you are essentially becoming a lender by lending the bank your money. In return,
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A mutual fund is a financial intermediary

that creates a stock portfolio and then resells

shares of this portfolio to individual investors.

A pension fund is a type of mutual fund that

holds assets in order to provide retirement

income to its members.

A life insurance company sells policies

that guarantee a payment to a policyholder’s

beneficiaries when the policyholder dies.



you receive credit for a bank deposit—a claim on the bank, which is obliged to give you
your cash if and when you demand it. So a bank deposit is a financial asset owned by
the depositor and a liability of the bank that holds it.

A bank, however, keeps only a fraction of its customers’ deposits in the form of
ready cash. Most of its deposits are lent out to businesses, buyers of new homes, and
other borrowers. These loans come with a long -term commitment by the bank to the
borrower: as long as the borrower makes his or her payments on time, the loan cannot
be recalled by the bank and converted into cash. So a bank enables those who wish to
borrow for long lengths of time to use the funds of those who wish to lend but simul-
taneously want to maintain the ability to get their cash back on demand. More for-
mally, a bank is a financial intermediary that provides liquid financial assets in the
form of deposits to lenders and uses their funds to finance the illiquid investment
spending needs of borrowers.

In essence, a bank is engaging in a kind of mismatch: lending for long periods of
time but also subject to the condition that its depositors could demand their funds
back at any time. How can it manage that?

The bank counts on the fact that, on average, only a small fraction of its depositors
will want their cash at the same time. On any given day, some people will make with-
drawals and others will make new deposits; these will roughly cancel each other out. So
the bank needs to keep only a limited amount of cash on hand to satisfy its depositors.
In addition, if a bank becomes financially incapable of paying its depositors, individual
bank deposits are currently guaranteed to depositors up to $250,000 by the Federal De-
posit Insurance Corporation, or FDIC, a federal agency. This reduces the risk to a de-
positor of holding a bank deposit, in turn reducing the incentive to withdraw funds if
concerns about the financial state of the bank should arise. So, under normal condi-
tions, banks need hold only a fraction of their depositors’ cash.

By reconciling the needs of savers for liquid assets with the needs of borrowers for
long -term financing, banks play a key economic role. 
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A bank deposit is a claim on a bank 

that obliges the bank to give the depositor 

his or her cash when demanded.

A bank is a financial intermediary that

provides liquid assets in the form of 

bank deposits to lenders and uses those

funds to finance the illiquid investment

spending needs of borrowers.
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Check Your Understanding 
1. Rank the following assets from the lowest level to the highest

level of (i) transaction costs, (ii) risk, (iii) liquidity. Ties are
acceptable for items that have indistinguishable rankings. 
a. a bank deposit with a guaranteed interest rate
b. a share of a highly diversified mutual fund, which can be

quickly sold

c. a share of the family business, which can be sold only if you
find a buyer and all other family members agree to the sale 

2. What relationship would you expect to find between the level of
development of a country’s financial system and its level of
economic development? Explain in terms of the country’s levels
of savings and investment spending.

Solutions appear at the back of the book.

Tackle the Test: Multiple-Choice Questions
1. Decreasing which of the following is a task of the financial system? 

I. transaction costs
II. risk

III. liquidity  
a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

2. Which of the following is NOT a type of financial asset?
a. bonds
b. stocks
c. bank deposits
d. loans
e. houses
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3. The federal government is said to be “dissaving” when 
a. there is a budget deficit.
b. there is a budget surplus.
c. there is no budget surplus or deficit.
d. savings does not equal investment spending.
e. national savings equals private savings.

4. A nonprofit institution collects the savings of its members and
invests those funds in a wide variety of assets in order to provide
its members with income after retirement. This describes a
a. mutual fund.
b. bank.

c. savings and loan.
d. pension fund.
e. life insurance company.

5. A financial intermediary that provides liquid financial assets in
the form of deposits to lenders and uses their funds to finance
the illiquid investment spending needs of borrowers is called a
a. mutual fund.
b. bank.
c. corporation.
d. pension fund.
e. life insurance company.

Tackle the Test: Free-Response Questions
1. Identify and describe the three tasks of a well-functioning

financial system.

Answer (6 points)

1 point: Decrease transaction costs 

1 point: A well -functioning financial system facilitates investment spending by
allowing companies to borrow large sums of money without incurring large
transaction costs.

1 point: Decrease risk

1 point: A well -functioning financial system helps people reduce their exposure
to risk, so that they are more willing to engage in investment spending in the
face of uncertainty in the economy. 

1 point: Provide liquidity

1 point: A well-functioning financial system allows the fast, low-cost
conversion of assets into cash.

2. List and describe the four most important types of financial
intermediaries.



What you will learn 
in this Module:
• The definition and functions

of money

• The various roles money

plays and the many forms it

takes in the economy

• How the amount of money in

the economy is measured
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Module 23
The Definition and
Measurement of Money

The Meaning of Money
In everyday conversation, people often use the word money to mean “wealth.” If you
ask, “How much money does Bill Gates have?” the answer will be something like, “Oh,
$50 billion or so, but who’s counting?” That is, the number will include the value of the
stocks, bonds, real estate, and other assets he owns.

But the economist’s definition of money doesn’t include all forms of wealth. The
dollar bills in your wallet are money; other forms of wealth—such as cars, houses, and
stock certificates—aren’t money. What, according to economists, distinguishes money
from other forms of wealth?

What Is Money?
Money is defined in terms of what it does: money is any asset that can easily be used to
purchase goods and services. In Module 22 we defined an asset as liquid if it can easily
be converted into cash. Money consists of cash itself, which is liquid by definition, as
well as other assets that are highly liquid.

You can see the distinction between money and other assets by asking yourself how
you pay for groceries. The person at the cash register will accept dollar bills in return
for milk and frozen pizza—but he or she won’t accept stock certificates or a collection
of vintage baseball cards. If you want to convert stock certificates or vintage baseball
cards into groceries, you have to sell them—trade them for money—and then use the
money to buy groceries.

Of course, many stores allow you to write a check on your bank account in payment
for goods (or to pay with a debit card that is linked to your bank account). Does that
make your bank account money, even if you haven’t converted it into cash? Yes. Cur-
rency in circulation—actual cash in the hands of the public—is considered money. So
are checkable bank deposits—bank accounts on which people can write checks.

Are currency and checkable bank deposits the only assets that are considered money?
It depends. As we’ll see later, there are two widely used definitions of the money supply,

Money is any asset that can easily be used

to purchase goods and services.

Currency in circulation is cash held by 

the public.

Checkable bank deposits are bank

accounts on which people can write checks.

The money supply is the total value of

financial assets in the economy that are

considered money.



the total value of financial assets in the economy that are considered money. The nar-
rower definition considers only the most liquid assets to be money: currency in circula-
tion, traveler’s checks, and checkable bank deposits. The broader definition includes
these three categories plus other assets that are “almost” checkable, such as savings ac-
count deposits that can be transferred into a checking account online with a few mouse
clicks. Both definitions of the money supply, however, make a distinction between those
assets that can easily be used to purchase goods and services, and those that can’t.

Money plays a crucial role in generating gains from trade because it makes indirect
exchange possible. Think of what happens when a cardiac surgeon buys a new refrig-
erator. The surgeon has valuable services to offer—namely, performing heart opera-
tions. The owner of the store has valuable goods to offer: refrigerators and other
appliances. It would be extremely difficult for both parties if, instead of using money,
they had to directly barter the goods and services they sell. In a barter system, a cardiac
surgeon and an appliance store owner could trade only if the store owner happened to
want a heart operation and the surgeon happened to want a new refrigerator. This is
known as the problem of finding a “double coincidence of wants”: in a barter system,
two parties can trade only when each wants what the other has to offer. Money solves
this problem: individuals can trade what they have to offer for money and trade
money for what they want.

Because the ability to make transactions with money rather than relying on barter-
ing makes it easier to achieve gains from trade, the existence of money increases wel-
fare, even though money does not directly produce anything. As Adam Smith put it,
money “may very properly be compared to a highway, which, while it circulates and
carries to market all the grass and corn of the country, produces itself not a single pile
of either.”

Let’s take a closer look at the roles money plays in the economy.

Roles of Money
Money plays three main roles in any modern economy: it is a medium of exchange, a store
of value, and a unit of account.

Medium of Exchange Our cardiac surgeon/appliance store owner example illus-
trates the role of money as a medium of exchange—an asset that individuals use to
trade for goods and services rather than for consumption. People can’t eat dollar

bills; rather, they use dollar bills to trade for edible goods and their accompany-
ing services.

In normal times, the official money of a given country—the dollar in the
United States, the peso in Mexico, and so on—is also the medium of exchange in
virtually all transactions in that country. During troubled economic times,
however, other goods or assets often play that role instead. For example, during
economic turmoil people often turn to other countries’ moneys as the medium
of exchange: U.S. dollars have played this role in troubled Latin American coun-
tries, as have euros in troubled Eastern European countries. In a famous exam-
ple, cigarettes functioned as the medium of exchange in World War II
prisoner -of -war camps. Even nonsmokers traded goods and services for ciga-
rettes because the cigarettes could in turn be easily traded for other items. Dur-
ing the extreme German inflation of 1923, goods such as eggs and lumps of
coal became, briefly, mediums of exchange.

Store of Value In order to act as a medium of exchange, money must also be a store of
value—a means of holding purchasing power over time. To see why this is necessary,
imagine trying to operate an economy in which ice -cream cones were the medium of
exchange. Such an economy would quickly suffer from, well, monetary meltdown: your
medium of exchange would often turn into a sticky puddle before you could use it to
buy something else. Of course, money is by no means the only store of value. Any asset
that holds its purchasing power over time is a store of value. So the store -of -value role
is a necessary but not distinctive feature of money.
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Gambling at the Stalag 383 prisoner of
war camp during World War II was car-
ried out using cigarettes as currency.
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A medium of exchange is an asset that

individuals acquire for the purpose of trading

goods and services rather than for their own

consumption.

A store of value is a means of holding

purchasing power over time.



Unit of Account Finally, money normally serves as the unit of account—the com-
monly accepted measure individuals use to set prices and make economic calculations.
To understand the importance of this role, consider a historical fact: during the Middle
Ages, peasants typically were required to provide landowners with goods and labor
rather than money. A peasant might, for example, be required to work on the
landowner’s land one day a week and also hand over one -fifth of his harvest. Today,
rents, like other prices, are almost always specified in money terms. That makes things
much clearer: imagine how hard it would be to decide which apartment to rent if mod-
ern landowners followed med ieval practice. Suppose, for example, that Mr. Smith says
he’ll let you have a place if you clean his house twice a week and bring him a pound of
steak every day, whereas Ms. Jones wants you to clean her house just once a week but
wants four pounds of chicken every day. Who’s offering the better deal? It’s hard to say.
If, on the other hand, Smith wants $600 a month and Jones wants $700, the compari-
son is easy. In other words, without a commonly accepted measure, the terms of a
transaction are harder to determine, making it more difficult to make transactions and
achieve gains from trade.

Types of Money
In some form or another, money has been in use for thousands of years. For most of
that period, people used commodity money: the medium of exchange was a good,
normally gold or silver, that had intrinsic value in other uses. These alternative uses
gave commodity money value independent of its role as a medium of exchange. For ex-
ample, the cigarettes that served as money in World War II POW camps were valuable
because many prisoners smoked. Gold was valuable because it was used for jewelry and
ornamentation, aside from the fact that it was minted into coins.

By 1776, the year in which the United States declared its independence and Adam
Smith published The Wealth of Nations, there was widespread use of paper money in ad-
dition to gold or silver coins. Unlike modern dollar bills, however, this paper money
consisted of notes issued by private banks, which promised to exchange their notes for
gold or silver coins on demand. So the paper currency that initially replaced commod-
ity money was commodity -backed money, a medium of exchange with no intrinsic
value whose ultimate value was guaranteed by a promise that it could always be con-
verted into valuable goods on demand.

The big advantage of commodity -backed money over simple commodity money,
like gold and silver coins, was that it tied up fewer valuable resources. Although a note-
issuing bank still had to keep some gold and silver on hand, it had to keep only enough
to satisfy demands for redemption of its notes. And it could rely on the fact that on a
normal day only a fraction of its paper notes would be redeemed. So the bank needed
to keep only a portion of the total value of its notes in circulation in the form of gold
and silver in its vaults. It could lend out the remaining gold and silver to those who
wished to use it. This allowed society to use the remaining gold and silver for other pur-
poses, all with no loss in the ability to achieve gains from trade.

In a famous passage in The Wealth of Nations, Adam Smith described paper money as
a “waggon -way through the air.” Smith was making an analogy between money and an
imaginary highway that did not absorb valuable land beneath it. An actual highway
provides a useful service but at a cost: land that could be used to grow crops is instead
paved over. If the highway could be built through the air, it wouldn’t destroy useful
land. As Smith understood, when banks replaced gold and silver money with paper
notes, they accomplished a similar feat: they reduced the amount of real resources used
by society to provide the functions of money.

At this point you may ask, why make any use at all of gold and silver in the monetary
system, even to back paper money? In fact, today’s monetary system goes even further
than the system Smith admired, having eliminated any role for gold and silver. A U.S.
dollar bill isn’t commodity money, and it isn’t even commodity -backed. Rather, its
value arises entirely from the fact that it is generally accepted as a means of payment, a
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A unit of account is a measure used to set

prices and make economic calculations.

Commodity money is a good used as a

medium of exchange that has intrinsic value

in other uses.

Commodity -backed money is a medium

of exchange with no intrinsic value whose

ultimate value is guaranteed by a promise

that it can be converted into valuable goods.



role that is ultimately decreed by the U.S. government. Money whose value
derives entirely from its official status as a means of exchange is known as
fiat money because it exists by government fiat, a historical term for a pol-
icy declared by a ruler.

Fiat money has two major advantages over commodity -backed money.
First, it is even more of a “waggon -way through the air”—it doesn’t tie up any
real resources, except for the paper it’s printed on. Second, the money supply
can be managed based on the needs of the economy, instead of being deter-
mined by the amount of gold and silver prospectors happen to discover.

On the other hand, fiat money poses some risks. One such risk is
counterfeiting. Counterfeiters usurp a privilege of the U.S. government,
which has the sole legal right to print dollar bills. And the benefit that

counterfeiters get by exchanging fake bills for real goods and services comes at
the expense of the U.S. federal government, which covers a small but nontrivial part
of its own expenses by issuing new currency to meet growing demand for money.

The larger risk is that government officials who have the authority to print money will
be tempted to abuse the privilege by printing so much money that they create inflation. 

Measuring the Money Supply
The Federal Reserve (an institution we’ll talk about shortly) calculates the size of
two monetary aggregates, overall measures of the money supply, which differ in
how strictly money is defined. The two aggregates are known, rather cryptically, as
M1 and M2. (There used to be a third aggregate named—you guessed it—M3, but in
2006 the Federal Reserve concluded that measuring it was no longer useful.) M1,
the narrowest definition, contains only currency in circulation (also known as cash),
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The image of a valid U.S. five-dollar bill
shows a pattern in the background of the
Lincoln Memorial image as seen through
a Document Security Systems, Inc. docu-
ment verifier.
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The History of the Dollar
U.S. dollar bills are pure fiat money: they have

no intrinsic value, and they are not backed by

anything that does. But American money wasn’t

always like that. In the early days of European

settlement, the colonies that would become the

United States used commodity money, partly

consisting of gold and silver coins minted in Eu-

rope. But such coins were scarce on this side of

the Atlantic, so the colonists relied on a variety

of other forms of commodity money. For exam-

ple, settlers in Virginia used tobacco as money

and settlers in the Northeast used “wampum,” a

type of clamshell.

Later in American history, commodity -backed

paper money came into widespread use. But

this wasn’t paper money as we now know it, is-

sued by the U.S. government and bearing the

signature of the Secretary of the Treasury. Be-

fore the Civil War, the U.S. government didn’t

issue any paper money. Instead, dollar bills

were issued by private banks, which promised

that their bills could be redeemed for silver

coins on demand. These promises weren’t al-

ways credible because banks sometimes failed,

leaving holders of their bills with worthless

pieces of paper. Understandably, people were

reluctant to accept currency from any bank ru-

mored to be in financial trouble. In other words,

in this private money system, some dollars were

less valuable than others.

A curious legacy of that time was notes is-

sued by the Citizens’ Bank of Louisiana, based

in New Orleans They became among the most

widely used bank notes in the southern states.

These notes were printed in English on one side

and French on the other. (At the time, many

people in New Orleans, originally a colony of

France, spoke French.) Thus, the $10 bill read

Ten on one side and Dix, the French word for

“ten,” on the other. These $10 bills became

known as “dixies,” probably the source of the

nickname of the U.S. South.

The U.S. government began issuing official

paper money, called “greenbacks,” during the

Civil War, as a way to help pay for the war. At

first greenbacks had no fixed value in terms of

commodities. After 1873, the U.S. government

guaranteed the value of a dollar in terms of

gold, effectively turning dollars into commodity -

backed money.

In 1933, when President Franklin D. 

Roosevelt broke the link between dollars 

and gold, his own federal budget director—

who feared that the public would lose confi-

dence in the dollar if it wasn’t ultimately

backed by gold—declared ominously, “This

will be the end of Western civilization.” It 

wasn’t. The link between the dollar and 

gold was restored a few years later, and 

then dropped again—seemingly for good—in

August 1971. Despite the warnings of doom,

the U.S. dollar is still the world’s most widely

used currency.
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Fiat money is a medium of exchange whose

value derives entirely from its official status

as a means of payment.

A monetary aggregate is an overall

measure of the money supply.



traveler’s checks, and checkable bank deposits. M2 starts with M1 and adds several
other kinds of assets, often referred to as near -moneys—financial assets that aren’t
directly usable as a medium of exchange but can be readily converted into cash or
checkable bank deposits, such as savings accounts. Examples are time deposits such
as small denomination CDs, which aren’t checkable but can be withdrawn at any
time before their maturity date by paying a penalty. Because currency and checkable
deposits are directly usable as a medium of exchange, M1 is the most liquid measure
of money.

In January 2010, M1 was valued at $1,676.4 billion, with approximately 51% ac-
counted for by currency in circulation, approximately 48% accounted for by checkable
bank deposits, and a tiny slice accounted for by traveler’s checks. In turn, M1 made up
20% of M2, valued at $8,462.9 billion. M2 consists of M1 plus other types of assets: two
types of bank deposits, known as savings deposits and time deposits, both of which are
considered non checkable, plus money market funds, which are mutual funds that in-
vest only in liquid assets and bear a close resemblance to bank deposits. These near-
moneys pay interest while cash (currency in circulation) does not, and they typically
pay higher interest rates than any offered on checkable bank deposits.

m o d u l e 2 3 T h e  D e f i n i t i o n  a n d  M e a s u re m e n t  o f  M o n e y 235

What’s with All the Currency?
Alert readers may be a bit startled at one of the

numbers in the money supply: $861.1 billion of

currency in circulation in January 2010. That’s

$2,789 in cash for every man, woman, and child

in the United States. How many people do you

know who carry $2,789 in their wallets? Not

many. So where is all that cash?

Part of the answer is that it isn’t in individu-

als’ wallets: it’s in cash registers. Businesses as

well as individuals need to hold cash.

Economists also believe that cash plays an

important role in transactions that people

want to keep hidden. Small businesses and

the self -employed sometimes prefer to be

paid in cash so they can avoid paying taxes by

hiding income from the Internal Revenue

Service. Also, drug dealers and other criminals

obviously don’t want bank records of their

dealings. In fact, some analysts have tried 

to infer the amount of illegal activity in the

economy from the total amount of cash hold-

ings held by the public.The most important

reason for those huge currency holdings,

however, is foreign use of dollars. The Federal

Reserve estimates that 60% of U.S. currency

is actually held outside the United States—

largely in countries in which residents are so

distrustful of their national currencies that the

U.S. dollar has become a widely accepted

medium of exchange.
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Check Your Understanding 
1. Suppose you hold a gift certificate, good for certain products

at participating stores. Is this gift certificate money? Why or
why not?

2. Although most bank accounts pay some interest, depositors can
get a higher interest rate by buying a certificate of deposit, or
CD. The difference between a CD and a checking account is

that the depositor pays a penalty for withdrawing the money
before the CD comes due—a period of months or even years.
Small CDs are counted in M2, but not in M1. Explain why they
are not part of M1.

3. Explain why a system of commodity -backed money uses
resources more efficiently than a system of commodity money.

Solutions appear at the back of the book.

Near -moneys are financial assets that can’t

be directly used as a medium of exchange

but can be readily converted into cash or

checkable bank deposits.
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Tackle the Test: Multiple-Choice Questions
1. When you use money to purchase your lunch, money is serving

which role(s)?
I. medium of exchange

II. store of value
III. unit of account

a. I only
b. II only
c. III only
d. I and III only
e. I, II, and III

2. When you decide you want “$10 worth” of a product, money is
serving which role(s)?

I. medium of exchange
II. store of value

III. unit of account
a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

3. In the United States, the dollar is 
a. backed by silver.
b. backed by gold and silver.

c. commodity-backed money.
d. commodity money.
e. fiat money.

4. Which of the following is the most liquid monetary aggregate?
a. M1
b. M2
c. M3
d. near-moneys
e. dollar bills

5. Which of the following is the best example of using money as a
store of value?
a. A customer pays in advance for $10 worth of gasoline at a

gas station.
b. A babysitter puts her earnings in a dresser drawer while she

saves to buy a bicycle.
c. Travelers buy meals on board an airline flight.
d. Foreign visitors to the United States convert their currency

to dollars at the airport.
e. You use $1 bills to purchase soda from a vending machine.

Tackle the Test: Free-Response Questions
1. a. What does it mean for an asset to be “liquid”?

b. Which of the assets listed below is the most liquid? Explain.
A Federal Reserve note (dollar bill)
A savings account deposit
A house

c. Which of the assets listed above is the least liquid? Explain.
d. In which monetary aggregate(s) calculated by the Federal

Reserve are checkable deposits included?

Answer (6 points)

1 point: It can be easily converted into cash.

1 point: A Federal Reserve note 

1 point: It is already cash.

1 point: A house

1 point: It takes time and resources to sell a house.

1 point: M1 and M2

2. a. The U.S. dollar derives its value from what? That is, what
“backs” U.S. currency?

b. What is the term used to describe the type of money used in
the United States today?

c. What other two types of money have been used throughout
history? Define each.



What you will learn 
in this Module:
• Why a dollar today is worth

more than a dollar a year

from now

• How the concept of present

value can help you make

decisions when costs or

benefits come in the future
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Module 24
The Time Value 
of Money

The Concept of Present Value
Individuals are often faced with financial decisions that will have consequences long
into the future. For example, when you decide to attend college, you are committing
yourself to years of study, which you expect will pay off for the rest of your life. So the
decision to attend college is a decision to embark on a long-term project.

The basic rule in deciding whether or not to undertake a project is that you should
compare the benefits of that project with its costs, implicit as well as explicit. But mak-
ing these comparisons can sometimes be difficult because the benefits and costs of a
project may not arrive at the same time. Sometimes the costs of a project come at an
earlier date than the benefits. For example, going to college involves large immediate
costs: tuition, income forgone because you are in school, and so on. The benefits, such
as a higher salary in your future career, come later, often much later. In other cases, the
benefits of a project come at an earlier date than the costs. If you take out a loan to pay
for a vacation cruise, the satisfaction of the vacation will come immediately, but the
burden of making payments will come later.

How, specifically is time an issue in economic decision-making?

Borrowing, Lending, and Interest
In general, having a dollar today is worth more than having a dollar a year from now.
To see why, let’s consider two examples.

First, suppose that you get a new job that comes with a $1,000 bonus, which will be
paid at the end of the first year. But you would like to spend the extra money now—say,
on new clothes for work. Can you do that?

The answer is yes—you can borrow money today and use the bonus to repay the debt
a year from now. But if that is your plan, you cannot borrow the full $1,000 today. You
must borrow less than that because a year from now you will have to repay the amount
borrowed plus interest.

Now consider a different scenario. Suppose that you are paid a bonus of $1,000 today,
and you decide that you don’t want to spend the money until a year from now. What do



you do with it? You put it in the bank; in effect, you are lending the $1,000 to the bank,
which in turn lends it out to its customers who wish to borrow. At the end of a year, you
will get more than $1,000 back—you will receive the $1,000 plus the interest earned.

All of this means that having $1,000 today is worth more than having $1,000 a year
from now. As any borrower and lender know, this is what allows a lender to charge a
borrower interest on a loan: borrowers are willing to pay interest in order to have
money today rather than waiting until they acquire that money later on. Most interest
rates are stated as the percentage of the borrowed amount that must be paid to the
lender for each year of the loan. Whether money is actually borrowed for 1 month or 10
years, and regardless of the amount, the same principle applies: money in your pocket
today is worth more than money in your pocket tomorrow. To keep things simple in
the discussions that follow, we’ll restrict ourselves to examples of 1-year loans of $1.

Because the value of money depends on when it is paid or received, you can’t evaluate
a project by simply adding up the costs and benefits when those costs and benefits ar-
rive at different times. You must take time into account when evaluating the project be-
cause $1 that is paid to you today is worth more than $1 that is paid to you a year from
now. Similarly, $1 that you must pay today is more burdensome than $1 that you must
pay next year. Fortunately, there is a simple way to adjust for these complications so that
we can correctly compare the value of dollars received and paid out at different times.

Next we’ll see how the interest rate can be used to convert future benefits and costs
into what economists call present values. By using present values when evaluating a proj-
ect, you can evaluate a project as if all relevant costs and benefits were occurring today
rather than at different times. This allows people to “factor out” the complications cre-
ated by time. We’ll start by defining the concept of present value.

Defining Present Value
The key to the concept of present value is to understand that you can use the interest rate
to compare the value of a dollar realized today with the value of a dollar realized later. Why
the interest rate? Because the interest rate correctly measures the cost to you of delaying

the receipt of a dollar of benefit and, correspondingly, the benefit to you of de-
laying the payment of a dollar of cost. Let’s illustrate this with some examples.

Suppose that you are evaluating whether or not to take a job in which
your employer promises to pay you a bonus at the end of the first year.
What is the value to you today of $1 of bonus money to be paid one year in
the future? A slightly different way of asking the same question: what
amount would you be willing to accept today as a substitute for receiving

$1 one year from now?
To answer this question, begin by observing that you need less than $1 today in

order to be assured of having $1 one year from now. Why? Because any money that
you have today can be lent out at interest—say, by depositing it in a bank account so

that the bank can then lend it out to its borrowers. This turns any amount you have
today into a greater sum at the end of the year.

Let’s work this out mathematically. We’ll use the symbol r to represent the interest
rate, expressed in decimal terms—that is, if the interest rate is 10%, then r = 0.10. If you
lend out $X, at the end of a year you will receive your $X back, plus the interest on your
$X, which is $X × r. Thus, at the end of the year you will receive:

(24-1) Amount received one year from now as a result of lending $X today =
$X + $X × r = $X × (1 + r)

The next step is to find out how much you would have to lend out today to have $1 a
year from now. To do that, we just need to set Equation 24-1 equal to $1 and solve for
$X. That is, we solve the following equation for $X:

(24-2) Condition satisfied when $1 is received one year from now as a result of
lending $X today: $X × (1 + r) = $1
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Rearranging Equation 24-2 to solve for $X, the amount you need today in order to re-
ceive $1 one year from now is:

(24-3) Amount lent today in order to receive $1 one year from now =
$X = $1/(1 + r)

This means that you would be willing to accept today the amount $X defined by
Equation 24-3 for every $1 to be paid to you one year from now. The reason is that if
you were to lend out $X today, you would be assured of receiving $1 one year from now.
Returning to our original question, this also means that if someone promises to pay
you a sum of money one year in the future, you are willing to accept $X today in place
of every $1 to be paid one year from now.

Now let’s solve Equation 24-3 for the value of $X. To do this we simply need to use the
actual value of r (a value determined by the financial markets). Let’s assume that the ac-
tual value of r is 10%, which means that r = 0.10. In that case:

(24-4) Value of $X when r = 0.10: $X = $1/(1 + 0.10) = $1/1.10 = $0.91

So you would be willing to accept $0.91 today in exchange for every $1 to be paid to
you one year from now. Economists have a special name for $X—it’s called the present
value of $1. Note that the present value of any given amount will change as the interest
rate changes.

To see that this technique works for evaluating future costs as
well as evaluating future benefits, consider the following example.
Suppose you enter into an agreement that obliges you to pay $1 one
year from now—say, to pay off a car loan from your parents when
you graduate in a year. How much money would you need today to
ensure that you have $1 in a year? The answer is $X, the present
value of $1, which in our example is $0.91. The reason $0.91 is the
right answer is that if you lend it out for one year at an interest rate
of 10%, you will receive $1 in return at the end. So if, for example,
you must pay back $5,000 one year from now, then you need to de-
posit $5,000 × 0.91 = $4,550 into a bank account today earning an
interest rate of 10% in order to have $5,000 one year from now.
(There is a slight discrepancy due to rounding.) In other words,
today you need to have the present value of $5,000, which equals $4,550, in order to
be assured of paying off your debt in a year.

These examples show us that the present value concept provides a way to calculate
the value today of $1 that is realized in a year—regardless of whether that $1 is realized
as a benefit (the bonus) or a cost (the car loan payback). To evaluate a project today
that has benefits, costs, or both to be realized in a year, we just use the relevant interest
rate to convert those future dollars into their present values. In that way we have “fac-
tored out” the complication that time creates for decision making.

Below we will use the present value concept to evaluate a project. But before we do
that, it is worthwhile to note that the present value method can be used for projects in
which the $1 is realized more than a year later—say, two, three, or even more years. Sup-
pose you are considering a project that will pay you $1 two years from today. What is
the value to you today of $1 received two years into the future? We can find the answer
to that question by expanding our formula for present value.

Let’s call $V the amount of money you need to lend today at an interest rate of r
in order to have $1 in two years. So if you lend $V today, you will receive $V × (1 + r) in
one year. And if you re-lend that sum for another year, you will receive $V × (1 + r) ×
(1 + r) = $V × (1 + r)2 at the end of the second year. At the end of two years, $V will be
worth $V × (1 + r)2. In other words:

(24-5) Amount received in one year from lending $V = $V × (1 + r)
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In the 1971 movie Willy Wonka and the
Chocolate Factory, Veruca Salt appreci-
ated the added value of having things in
the present. She wanted a “golden-egg-
laying-goose NOW!”

m
pt

vi
m

ag
es

.c
om

The present value of $1 realized one 

year from now is equal to $1/(1 + r ): 

the amount of money you must lend out 

today in order to have $1 in one year. It 

is the value to you today of $1 realized 

one year from now.
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Amount received in two years from lending $V = $V × (1 + r) × (1 + r) = $V × (1 + r)2

and so on. For example, if r = 0.10, then $V × (1.10)2 = $V × 1.21.
Now we are ready to answer the question of what $1 realized two years in the future

is worth today. In order for the amount lent today, $V, to be worth $1 two years from
now, it must satisfy this formula:

(24-6) Condition satisfied when $1 is received two years from now as a result of
lending $V today: $V × (1 + r)2 = $1

Rearranging Equation 24-6, we can solve for $V:

(24-7) Amount lent today in order to receive $1 two years from now =
$V = $1/(1 + r)2

Given r = 0.10 and using Equation 24-7, we arrive at $V = $1/1.21 = $0.83. So, when the
interest rate is 10%, $1 realized two years from today is worth $0.83 today because by
lending out $0.83 today you can be assured of having $1 in two years. And that means
that the present value of $1 realized two years into the future is $0.83.

(24-8) Present value of $1 realized two years from now =
$V = $1/(1.10)2 = $1/1.21 = $0.83

From this example we can see how the present value concept can be expanded to 
a number of years even greater than two. If we ask what the present value is of $1 real-
ized any number of years, represented by N, into the future, the answer is given by a
generalization of the present value formula: it is equal to $1/(1 + r)N.

Using Present Value
Suppose you have to choose one of three hypothetical projects to undertake. Project A
costs nothing and has an immediate payoff to you of $100. Project B requires that you
pay $10 today in order to receive $115 a year from now. Project C gives you an immedi-
ate payoff of $119 but requires that you pay $20 a year from now. We’ll assume that the
annual interest rate is 10%—that is, r = 0.10.

The problem in evaluating these three projects is that their costs and benefits are re-
alized at different times. That is, of course, where the concept of present value becomes
extremely helpful: by using present value to convert any dollars realized in the future
into today’s value, you factor out the issue of time. Appropriate comparisons can be
made using the net present value of a project—the present value of current and future
benefits minus the present value of current and future costs. The best project to under-
take is the one with the highest net present value.

Table 24.1 shows how to calculate net present value for each of the three projects.
The second and third columns show how many dollars are realized and when 

The Net Present Value of Three Hypothetical Projects

Dollars realized
Dollars realized one year from Present value Net present value

Project today today formula given r � 0.10

A $100 — $100 $100.00

B −$10 $115 −$10 + $115/(1 + r ) $94.55

C $119 −$20 $119 − $20/(1 + r ) $100.82

t a b l e 24.1

The net present value of a project is 

the present value of current and future

benefits minus the present value of current

and future costs.
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they are realized; costs are indicated by a minus sign. The fourth column shows 
the equations used to convert the flows of dollars into their present value, and the
fifth column shows the actual amounts of the total net present value for each of the
three projects.

For instance, to calculate the net present value of project B, we need to calculate
the present value of $115 received in one year. The present value of $1 received in
one year would be $1/(1 + r). So the present value of $115 is equal to 115 × $1/(1 + r);
that is, $115/(1 + r). The net present value of project B is the present value 
of today’s and future benefits minus the present value of today’s and future costs: 
−$10 + $115/(1 + r).

From the fifth column, we can immediately see which is the preferred project—it is
project C. That’s because it has the highest net present value, $100.82, which is higher
than the net present value of project A ($100) and much higher than the net present
value of project B ($94.55).

This example shows how important the concept of present value is. If we had failed
to use the present value calculations and instead simply added up the dollars generated
by each of the three projects, we could have easily been misled into believing that proj-
ect B was the best project and project C was the worst.

How Big Is That Jackpot, Anyway?
For a clear example of present value at work,

consider the case of lottery jackpots.

On March 6, 2007, Mega Millions set the

record for the largest jackpot ever in North

America, with a payout of $390 million. Well, sort

of. That $390 million was available only if you

chose to take your winnings in the form of an

“annuity,” consisting of an annual payment for

the next 26 years. If you wanted cash up front,

the jackpot was only $233 million and change.

Why was Mega Millions so stingy about quick

payoffs? It was all a matter of present value. If

the winner had been willing to take the annuity,

the lottery would have invested the jackpot

money, buying U.S. government bonds (in effect

lending the money to the federal government).

The money would have been invested in such a

way that the investments would pay just enough

to cover the annuity. This worked, of course, be-

cause at the interest rates prevailing at the

time, the present value of a $390 million annuity

spread over 26 years was just about $233 mil-

lion. To put it another way, the opportunity cost

to the lottery of that annuity in present value

terms was $233 million.

So why didn’t they just call it a $233 million

jackpot? Well, $390 million sounds more im-

pressive! But receiving $390 million over 26

years is essentially the same as receiving $233

million today.
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Check Your Understanding 
1. Consider the three hypothetical projects shown in Table 24.1.

This time, however, suppose that the interest rate is only 2%.
a. Calculate the net present values of the three projects. Which

one is now preferred?

b. Explain why the preferred choice is different with a 2%
interest rate from with a 10% interest rate.

Solutions appear at the back of the book.
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Tackle the Test: Multiple-Choice Questions
1. Suppose, for simplicity, that a bank uses a single interest rate

for loans and deposits, there is no inflation, and all unspent
money is deposited in the bank. The interest rate measures
which of the following?

I. the cost of using a dollar today rather than a year 
from now

II. the benefit of delaying the use of a dollar from today
until a year from now 

III. the price of borrowing money calculated as a percentage
of the amount borrowed

a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

2. If the interest rate is zero, then the present value of a dollar
received at the end of the year is
a. more than $1.
b. equal to $1.
c. less than $1.
d. zero.
e. infinite.

3. If the interest rate is 10%, the present value of $1 paid to you
one year from now is
a. $0.
b. $0.89.
c. $0.91.
d. $1.
e. more than $1.

4. If the interest rate is 5%, the amount received one year from now
as a result of lending $100 today is
a. $90.
b. $95.
c. $100.
d. $105.
e. $110.

5. What is the present value of $100 realized two years from now if
the interest rate is 10%?
a. $80
b. $83
c. $90
d. $100
e. $110

Tackle the Test: Free-Response Questions
1. a. Calculate the net present value of each of the three

hypothetical projects described below. Assume the interest
rate is 5%. 
Project A: You receive an immediate payoff of $1,000.
Project B: You pay $100 today in order to receive $1,200 a
year from now.
Project C: You receive $1,200 today but must pay $200 one
year from now.

b. Which of the three projects would you choose to undertake
based on your net present value calculations? Explain.

Answer (5 points)

1 point: Project A net present value: $1,000

1 point: Project B net present value: −$100 + ($1,200/1.05) = $1,042.86

1 point: Project C net present value: $1,200 − ($200/1.05) = $1,009.52

1 point: Choose project B.

1 point: It has the highest net present value.

2. a. What is the amount you will receive in three years if you loan
$1,000 at 5% interest?

b. What is the present value of $1,000 received in three years if
the interest rate is 5%?



What you will learn 
in this Module:
• The role of banks in the

economy

• The reasons for and types of

banking regulation

• How banks create money
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Module 25
Banking and Money
Creation

The Monetary Role of Banks
More than half of M1, the narrowest definition of the money supply, consists of currency
in circulation—$1 bills, $5 bills, and so on. It’s obvious where currency comes from: it’s
printed by the U.S. Treasury. But the rest of M1 consists of bank deposits, and deposits
account for the great bulk of M2, the broader definition of the money supply. By either
measure, then, bank deposits are a major component of the money supply. And this fact
brings us to our next topic: the monetary role of banks.

What Banks Do
A bank is a financial intermediary that uses liquid assets in the form of bank deposits to
finance the illiquid investments of borrowers. Banks can create liquidity because it isn’t
necessary for a bank to keep all of the funds deposited with it in the form of highly liq-
uid assets. Except in the case of a bank run—which we’ll get to shortly—all of a bank’s
depositors won’t want to withdraw their funds at the same time. So a bank can provide
its depositors with liquid assets yet still invest much of the depositors’ funds in illiquid
assets, such as mortgages and business loans.

Banks can’t, however, lend out all the funds placed in their hands by depositors be-
cause they have to satisfy any depositor who wants to withdraw his or her funds. In
order to meet these demands, a bank must keep substantial quantities of liquid assets
on hand. In the modern U.S. banking system, these assets take the form either of cur-
rency in the bank’s vault or deposits held in the bank’s own account at the Federal Re-
serve. As we’ll see shortly, the latter can be converted into currency more or less
instantly. Currency in bank vaults and bank deposits held at the Federal Reserve are
called bank reserves. Because bank reserves are in bank vaults and at the Federal Re-
serve, not held by the public, they are not part of currency in circulation.

To understand the role of banks in determining the money supply, we start by intro-
ducing a simple tool for analyzing a bank’s financial position: a T-account. A busi-
ness’s T-account summarizes its financial position by showing, in a single table, the

Bank reserves are the currency banks hold

in their vaults plus their deposits at the

Federal Reserve.

A T-account is a tool for analyzing a

business’s financial position by showing, in a

single table, the business’s assets (on the left)

and liabilities (on the right).



business’s assets and liabilities, with assets on the left and liabilities on the right. Fig-
ure 25.1 shows the T-account for a hypothetical business that isn’t a bank—Samantha’s
Smoothies. According to Figure 25.1, Samantha’s Smoothies owns a building worth
$30,000 and has $15,000 worth of smoothie -making equipment. These are assets, so
they’re on the left side of the table. To finance its opening, the business borrowed
$20,000 from a local bank. That’s a liability, so the loan is on the right side of the table.
By looking at the T-account, you can immediately see what Samantha’s Smoothies
owns and what it owes. Oh, and it’s called a T-account because the lines in the table
make a T-shape.

Samantha’s Smoothies is an ordinary, nonbank business. Now let’s look at the 
T-account for a hypothetical bank, First Street Bank, which is the repository of $1
million in bank deposits.

Figure 25.2 shows First Street’s financial position. The loans First Street has made
are on the left side because they’re assets: they represent funds that those who have
borrowed from the bank are expected to repay. The bank’s only other assets, in this
simplified example, are its reserves, which, as we’ve learned, can take the form either of
cash in the bank’s vault or deposits at the Federal Reserve. On the right side we show
the bank’s liabilities, which in this example consist entirely of deposits made by cus-
tomers at First Street. These are liabilities because they represent funds that must ulti-
mately be repaid to depositors. Notice, by the way, that in this example First Street’s
assets are larger than its liabilities. That’s the way it’s supposed to be! In fact, as we’ll
see shortly, banks are required by law to maintain assets larger by a specific percentage
than their liabilities.

In this example, First Street Bank holds reserves equal to 10% of its customers’
bank deposits. The fraction of bank deposits that a bank holds as reserves is its re-
serve ratio.

In the modern American system, the Federal Reserve—which, among other things,
regulates banks operating in the United States—sets a required reserve ratio, which is
the smallest fraction of bank deposits that a bank must hold. To understand why
banks are regulated, let’s consider a problem banks can face: bank runs.
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f i g u r e 25.1

A T-Account for Samantha’s
Smoothies
A T-account summarizes a business’s finan-
cial position. Its assets, in this case consisting
of a building and some smoothie-making ma-
chinery, are on the left side. Its liabilities, con-
sisting of the money it owes to a local bank,
are on the right side.

Assets Liabilities

Building
Smoothie-making
machines

Loan from bank $20,000$30,000

$15,000

f i g u r e 25.2

Assets and Liabilities of First
Street Bank
First Street Bank’s assets consist of
$1,000,000 in loans and $100,000 in re-
serves. Its liabilities consist of $1,000,000 in
deposits—money owed to people who have
placed funds in First Street’s hands.

Assets Liabilities 

Loans $1,000,000
Reserves $100,000

Deposits $1,000,000 

The reserve ratio is the fraction of bank

deposits that a bank holds as reserves.

The required reserve ratio is the smallest

fraction of deposits that the Federal Reserve

allows banks to hold.



The Problem of Bank Runs
A bank can lend out most of the funds deposited in its care because in normal times
only a small fraction of its depositors want to withdraw their funds on any given day.
But what would happen if, for some reason, all or at least a large fraction of its de-
positors did try to withdraw their funds during a short period of time, such as a cou-
ple of days?

The answer is that if a significant share of its depositors demanded their money
back at the same time, the bank wouldn’t be able to raise enough cash to meet those de-
mands. The reason is that banks convert most of their depositors’ funds into loans
made to borrowers; that’s how banks earn revenue—by charging interest on loans. Bank
loans, however, are illiquid: they can’t easily be converted into cash on short notice. To
see why, imagine that First Street Bank has lent $100,000 to Drive - a-Peach Used Cars, a
local dealership. To raise cash to meet demands for withdrawals, First Street can sell its
loan to Drive - a-Peach to someone else—another bank or an individual investor. But if
First Street tries to sell the loan quickly, potential buyers will be wary: they will suspect
that First Street wants to sell the loan because there is something wrong and the loan
might not be repaid. As a result, First Street Bank can sell the loan quickly only by of-
fering it for sale at a deep discount—say, a discount of 50%, or $50,000.

The upshot is that if a significant number of First Street’s depositors suddenly de-
cided to withdraw their funds, the bank’s efforts to raise the necessary cash quickly
would force it to sell off its assets very cheaply. Inevitably, this leads to a bank failure: the
bank would be unable to pay off its depositors in full.

What might start this whole process? That is, what might lead First Street’s depos-
itors to rush to pull their money out? A plausible answer is a spreading rumor that
the bank is in financial trouble. Even if depositors aren’t sure the rumor is true, they
are likely to play it safe and get their money out while they still can. And it gets worse:
a depositor who simply thinks that other depositors are going to panic and try to get
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It’s a Wonderful Banking System
Next Christmastime, it’s a sure thing that 

at least one TV channel will show the 1946

film It’s a Wonderful Life, featuring Jimmy

Stewart as George Bailey, a small -town

banker whose life is saved by an angel. The

movie’s climactic scene is a run on Bailey’s

bank, as fearful depositors rush to take their

funds out.

When the movie was made, such scenes

were still fresh in Americans’ memories. There

was a wave of bank runs in late 1930, a second

wave in the spring of 1931, and a third wave in

early 1933. By the end, more than a third of the

nation’s banks had failed. To bring the panic to

an end, on March 6, 1933, the newly inaugu-

rated president, Franklin Delano Roosevelt,

closed all banks for a week to give bank regula-

tors time to shut down unhealthy banks and

certify healthy ones.

Since then, regulation has protected the

United States and other wealthy countries

against most bank runs. In fact, the scene in It’s
a Wonderful Life was already out of date when

the movie was made. But the last decade has

seen several waves of bank runs in developing

countries. For example, bank runs played a 

role in an economic crisis that swept Southeast

Asia in 1997–1998 and in the severe economic

crisis in Argentina, which began in late 2001.

Notice that we said “most bank runs.” There

are some limits on deposit insurance; in partic-

ular, currently only the first $250,000 of any

bank account is insured. As a result, there can

still be a rush to pull money out of a bank per-

ceived as troubled. In fact, that’s exactly what

happened to IndyMac, a Pasadena -based

lender that had made a large number of ques-

tionable home loans, in July 2008. As questions

about IndyMac’s financial soundness were

raised, depositors began pulling out funds,

forcing federal regulators to step in and close

the bank. Unlike in the bank runs of the 1930s,

however, most depositors got all their funds

back—and the panic at IndyMac did not spread

to other institutions.
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In July 2008, panicky IndyMac depositors lined
up to pull their money out of the troubled Cali-
fornia bank.



their money out will realize that this could “break the bank.” So he or she joins the
rush. In other words, fear about a bank’s financial condition can be a self -fulfilling
prophecy: depositors who believe that other depositors will rush to the exit will rush
to the exit themselves.

A bank run is a phenomenon in which many of a bank’s depositors try to withdraw
their funds due to fears of a bank failure. Moreover, bank runs aren’t bad only for the
bank in question and its depositors. Historically, they have often proved contagious,
with a run on one bank leading to a loss of faith in other banks, causing additional
bank runs. The FYI “It’s a Wonderful Banking System” describes an actual case of just
such a contagion, the wave of bank runs that swept across the United States in the early
1930s. In response to that experience and similar experiences in other countries, the
United States and most other modern governments have established a system of bank
regulations that protects depositors and prevents most bank runs.

Bank Regulation
Should you worry about losing money in the United States due to a bank run? No.
After the banking crises of the 1930s, the United States and most other countries put
into place a system designed to protect depositors and the economy as a whole against
bank runs. This system has three main features: deposit insurance, capital requirements,
and reserve requirements. In addition, banks have access to the discount window, a source
of loans from the Federal Reserve when they’re needed.

Deposit Insurance Almost all banks in the United States advertise themselves as a
“member of the FDIC”—the Federal Deposit Insurance Corporation. The FDIC pro-
vides deposit insurance, a guarantee that depositors will be paid even if the bank
can’t come up with the funds, up to a maximum amount per account. Currently, the
FDIC guarantees the first $250,000 of each account. This amount will be subject to
change in 2014.

It’s important to realize that deposit insurance doesn’t just protect depositors if a
bank actually fails. The insurance also eliminates the main reason for bank runs: since
depositors know their funds are safe even if a bank fails, they have no incentive to rush
to pull them out because of a rumor that the bank is in trouble.

Capital Requirements Deposit insurance, although it protects the banking system
against bank runs, creates a well-known incentive problem. Because depositors are
protected from loss, they have no incentive to monitor their bank’s financial health,
allowing risky behavior by the bank to go undetected. At the same time, the owners of
banks have an incentive to engage in overly risky investment behavior, such as making
questionable loans at high interest rates. That’s because if all goes well, the owners
profit; and if things go badly, the government covers the losses through federal de-
posit insurance.

To reduce the incentive for excessive risk-taking, regulators require that the owners
of banks hold substantially more assets than the value of bank deposits. That way, the
bank will still have assets larger than its deposits even if some of its loans go bad, and
losses will accrue against the bank owners’ assets, not the government. The excess of a
bank’s assets over its bank deposits and other liabilities is called the bank’s capital. For
example, First State Street Bank has capital of $100,000, equal to 9% of the total value
of its assets. In practice, banks’ capital is required to equal at least 7% of the value of
their assets. 

Reserve Requirements Another regulation used to reduce the risk of bank runs is re-
serve requirements, rules set by the Federal Reserve that establish the required reserve
ratio for banks. For example, in the United States, the required reserve ratio for check-
able bank deposits is 10%.

The Discount Window One final protection against bank runs is the fact that the Fed-
eral Reserve, which we’ll discuss more thoroughly later, stands ready to lend money to
banks, an arrangement known as the discount window. The ability to borrow money
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A bank run is a phenomenon in which many

of a bank’s depositors try to withdraw their

funds due to fears of a bank failure. 

Deposit insurance guarantees that a

bank’s depositors will be paid even if the

bank can’t come up with the funds, up to a

maximum amount per account.

Reserve requirements are rules set by the

Federal Reserve that determine the required

reserve ratio for banks.

The discount window is an arrangement in

which the Federal Reserve stands ready to

lend money to banks.



means a bank can avoid being forced to sell its assets at fire -sale prices in order to sat-
isfy the demands of a sudden rush of depositors demanding cash. Instead, it can turn
to the Federal Reserve and borrow the funds it needs to pay off depositors.

Determining the Money Supply
Without banks, there would be no checkable deposits, and so the quantity of currency
in circulation would equal the money supply. In that case, the money supply would be
determined solely by whoever controls government minting and printing presses. But
banks do exist, and through their creation of checkable bank deposits, they affect the
money supply in two ways. First, banks remove some currency from circulation: dollar
bills that are sitting in bank vaults, as opposed to sitting in people’s wallets, aren’t part
of the money supply. Second, and much more importantly, banks create money by ac-
cepting deposits and making loans—that is, they make the money supply larger than
just the value of currency in circulation. Our next topic is how banks create money and
what determines the amount of money they create.

How Banks Create Money
To see how banks create money, let’s examine what happens when
someone decides to deposit currency in a bank. Consider the exam-
ple of Silas, a miser, who keeps a shoebox full of cash under his bed.
Suppose Silas realizes that it would be safer, as well as more conven-
ient, to deposit that cash in the bank and to use his debit card when
shopping. Assume that he deposits $1,000 into a checkable account
at First Street Bank. What effect will Silas’s actions have on the
money supply?

Panel (a) of Figure 25.3 shows the initial effect of his deposit. First
Street Bank credits Silas with $1,000 in his account, so the economy’s
checkable bank deposits rise by $1,000. Meanwhile, Silas’s cash goes
into the vault, raising First Street’s reserves by $1,000 as well.

This initial transaction has no effect on the money supply. Currency in circulation,
part of the money supply, falls by $1,000; checkable bank deposits, also part of the
money supply, rise by the same amount.
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Assets Liabilities 

Loans No change
Reserves +$1,000

Checkable 
deposits  +$1,000 

(a) Initial Effect Before Bank Makes a New Loan 

Effect on the Money Supply of Turning Cash
into a Checkable Deposit at First Street Bank

f i g u r e 25.3

When Silas deposits $1,000 (which had been stashed
under his bed) into a checkable bank account, there 
is initially no effect on the money supply: currency 
in circulation falls by $1,000, but checkable bank 
deposits rise by $1,000. The corresponding entries on
the bank’s T-account, depicted in panel (a), show de-
posits initially rising by $1,000 and the bank’s reserves
initially rising by $1,000. In the second stage, depicted

in panel (b), the bank holds 10% of Silas’s deposit
($100) as reserves and lends out the rest ($900) to
Mary. As a result, its reserves fall by $900 and its 
loans increase by $900. Its liabilities, including Silas’s
$1,000 deposit, are unchanged. The money supply, the
sum of checkable bank deposits and currency in circu-
lation, has now increased by $900—the $900 now
held by Mary.

(b) Effect When Bank Makes a New Loan

Assets Liabilities 

Loans +$900
Reserves –$900

No change 



But this is not the end of the story because First Street Bank can now lend out part of
Silas’s deposit. Assume that it holds 10% of Silas’s deposit—$100—in reserves and lends
the rest out in cash to Silas’s neighbor, Mary. The effect of this second stage is shown in
panel (b). First Street’s deposits remain unchanged, and so does the value of its assets. But
the composition of its assets changes: by making the loan, it reduces its reserves by $900,
so that they are only $100 larger than they were before Silas made his deposit. In the place
of the $900 reduction in reserves, the bank has acquired an IOU, its $900 cash loan to
Mary. So by putting $900 of Silas’s cash back into circulation by lending it to Mary, First
Street Bank has, in fact, increased the money supply. That is, the sum of currency in circu-
lation and checkable bank deposits has risen by $900 compared to what it had been when
Silas’s cash was still under his bed. Although Silas is still the owner of $1,000, now in the
form of a checkable deposit, Mary has the use of $900 in cash from her borrowings.

And this may not be the end of the story. Suppose that Mary uses her cash to buy a
television and a DVD player from Acme Merchandise. What does Anne Acme, the
store’s owner, do with the cash? If she holds on to it, the money supply doesn’t increase
any further. But suppose she deposits the $900 into a checkable bank deposit—say, at
Second Street Bank. Second Street Bank, in turn, will keep only part of that deposit in
reserves, lending out the rest, creating still more money.

Assume that Second Street Bank, like First Street Bank, keeps 10% of any bank de-
posit in reserves and lends out the rest. Then it will keep $90 in reserves and lend out
$810 of Anne’s deposit to another borrower, further increasing the money supply.

Table 25.1 shows the process of money creation we have described so far. At first
the money supply consists only of Silas’s $1,000. After he deposits the cash into a

checkable bank deposit and the bank makes a loan, the money supply rises to $1,900.
After the second deposit and the second loan, the money supply rises to $2,710. And
the process will, of course, continue from there. (Although we have considered the
case in which Silas places his cash in a checkable bank deposit, the results would be
the same if he put it into any type of near -money.)

This process of money creation may sound familiar. Recall the multiplier process that
we described in Module 16: an initial increase in real GDP leads to a rise in consumer
spending, which leads to a further rise in real GDP, which leads to a further rise in con-
sumer spending, and so on. What we have here is another kind of multiplier—the money
multiplier. Next, we’ll learn what determines the size of this multiplier.

Reserves, Bank Deposits, and the Money Multiplier
In tracing out the effect of Silas’s deposit in Table 25.1, we assumed that the funds a
bank lends out always end up being deposited either in the same bank or in another
bank—so funds disbursed as loans come back to the banking system, even if not to the

248 s e c t i o n 5 T h e  F i n a n c i a l  S e c t o r

How Banks Create Money

Currency in Checkable Money 
circulation bank deposits supply 

First stage: $1,000 $0 $1,000
Silas keeps his cash under his bed.

Second stage: 900 1,000 1,900
Silas deposits cash in First Street Bank, which lends 
out $900 to Mary, who then pays it to Anne Acme.

Third stage: 810 1,900 2,710
Anne Acme deposits $900 in Second Street Bank, 
which lends out $810 to another borrower.

t a b l e 25.1



lending bank itself. In reality, some of these loaned funds may be held by borrowers in
their wallets and not deposited in a bank, meaning that some of the loaned amount
“leaks” out of the banking system. Such leaks reduce the size of the money multiplier,
just as leaks of real income into savings reduce the size of the real GDP multiplier.
(Bear in mind, however, that the “leak” here comes from the fact that borrowers keep
some of their funds in currency, rather than the fact that consumers save some of their
income.) But let’s set that complication aside for a moment and consider how the
money supply is determined in a “checkable -deposits -only” monetary system, in which
funds are always deposited in bank accounts and none are held in wallets as currency.
That is, in our checkable -deposits -only monetary system, any and all funds borrowed
from a bank are immediately deposited into a checkable bank account. We’ll assume
that banks are required to satisfy a minimum reserve ratio of 10% and that every bank
lends out all of its excess reserves, reserves over and above the amount needed to sat-
isfy the minimum reserve ratio.

Now suppose that for some reason a bank suddenly finds itself with $1,000 in excess
reserves. What happens? The answer is that the bank will lend out that $1,000, which
will end up as a checkable bank deposit somewhere in the banking system, launching a
money multiplier process very similar to the process shown in Table 25.1. In the first
stage, the bank lends out its excess reserves of $1,000, which becomes a checkable bank
deposit somewhere. The bank that receives the $1,000 deposit keeps 10%, or $100, as
reserves and lends out the remaining 90%, or $900, which again becomes a checkable
bank deposit somewhere. The bank receiving this $900 deposit again keeps 10%, which
is $90, as reserves and lends out the remaining $810. The bank receiving this $810
keeps $81 in reserves and lends out the remaining $729, and so on. As a result of this
process, the total increase in checkable bank deposits is equal to a sum that looks like:

$1,000 + $900 + $810 + $729 + . . .

We’ll use the symbol rr for the reserve ratio. More generally, the total increase in
checkable bank deposits that is generated when a bank lends out $1,000 in excess re-
serves is the:

(25-1) Increase in checkable bank deposits from $1,000 in excess reserves =
$1,000 + $1,000 × (1 − rr) + $1,000 × (1 − rr)2 + $1,000 × (1 − rr)3 + . . .

As we have seen, an infinite series of this form can be simplified to:

(25-2) Increase in checkable bank deposits from $1,000 in excess reserves =
$1,000/rr

Given a reserve ratio of 10%, or 0.1, a $1,000 increase in excess reserves will increase the
total value of checkable bank deposits by $1,000/0.1 = $10,000. In fact, in a checkable -
deposits -only monetary system, the total value of checkable bank deposits will be equal
to the value of bank reserves divided by the reserve ratio. Or to put it a different way, if
the reserve ratio is 10%, each $1 of reserves held by a bank supports $1/rr = $1/0.1 = $10
of checkable bank deposits.

The Money Multiplier in Reality
In reality, the determination of the money supply is more complicated than our simple
model suggests because it depends not only on the ratio of reserves to bank deposits
but also on the fraction of the money supply that individuals choose to hold in the
form of currency. In fact, we already saw this in our example of Silas depositing the
cash under his bed: when he chose to hold a checkable bank deposit instead of cur-
rency, he set in motion an increase in the money supply.

To define the money multiplier in practice, we need to understand that the Fed-
eral Reserve controls the monetary base, the sum of currency in circulation and the
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Excess reserves are a bank’s 

reserves over and above its required

reserves.

The monetary base is the sum of 

currency in circulation and bank 

reserves.



reserves held by banks. The Federal Reserve does not determine how that sum is allo-
cated between bank reserves and currency in circulation. Consider Silas and his de-
posit one more time: by taking the cash from under his bed and depositing it in a
bank, he reduces the quantity of currency in circulation but increased bank reserves
by an equal amount. So while the allocation of the monetary base changes—the
amount in reserves grows and the amount in circulation shrinks—the total of these
two, the monetary base, remains unchanged.

The monetary base is different from the money supply in two ways. First, bank re-
serves, which are part of the monetary base, aren’t considered part of the money sup-
ply. A $1 bill in someone’s wallet is considered money because it’s available for an
individual to spend, but a $1 bill held as bank reserves in a bank vault or deposited at
the Federal Reserve isn’t considered part of the money supply because it’s not available
for spending. Second, checkable bank deposits, which are part of the money supply be-
cause they are available for spending, aren’t part of the monetary base.

Figure 25.4 shows the two concepts schematically. The circle on the left represents
the monetary base, consisting of bank reserves plus currency in circulation. The circle
on the right represents the money supply, consisting mainly of currency in circulation
plus checkable or near -checkable bank deposits. As the figure indicates, currency in cir-
culation is part of both the monetary base and the money supply. But bank reserves
aren’t part of the money supply, and checkable or near -checkable bank deposits aren’t
part of the monetary base. In normal times, most of the monetary base actually con-
sists of currency in circulation, which also makes up about half of the money supply.

Now we can formally define the money multiplier: it’s the ratio of the money
supply to the monetary base. Most importantly, this tells us the total number of dol-
lars created in the banking system by each $1 addition to the monetary base. In a
simple situation in which banks hold no excess reserves and all cash is deposited in
banks, the money multiplier is 1/rr. So if the reserve requirement is 0.1 (the mini-
mum required ratio for most checkable deposits in the United States), the money
multiplier is 1/0.1 = 10, and if the Federal Reserve adds $100 to the monetary base,
the money supply will increase by 10 × $100 = $1,000. During normal times, the ac-
tual money multiplier in the United States, using M1 as our measure of money, is
about 1.9. That’s a lot smaller than 10. Normally, the reason the actual money multi-
plier is so small arises from the fact that people hold significant amounts of cash,
and a dollar of currency in circulation, unlike a dollar in reserves, doesn’t support
multiple dollars of the money supply. In fact, currency in circulation normally ac-
counts for more than 90% of the monetary base. But as this book went to press in
early 2010, the money multiplier was even smaller, about 0.8. What was going on?

250 s e c t i o n 5 T h e  F i n a n c i a l  S e c t o r

©
 S

te
ve

 H
am

bl
in

/A
la

m
y

f i g u r e 25.4

The Monetary Base and the
Money Supply
The monetary base is equal to bank reserves plus
currency in circulation. It is different from the
money supply, consisting mainly of checkable or
near -checkable bank deposits plus currency in
circulation. Each dollar of bank reserves backs
several dollars of bank deposits, making the
money supply larger than the monetary base.

Monetary base

Bank
reserves

Currency in
circulation

Checkable 
bank

deposits

Money supply

The money multiplier is the ratio of the

money supply to the monetary base. It

indicates the total number of dollars created

in the banking system by each $1 addition to

the monetary base.
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Check Your Understanding 
1. Suppose you are a depositor at First Street Bank. You hear a

rumor that the bank has suffered serious losses on its loans.
Every depositor knows that the rumor isn’t true, but each
thinks that most other depositors believe the rumor. Why, in
the absence of deposit insurance, could this lead to a bank run?
How does deposit insurance change the situation?

2. A con artist has a great idea: he’ll open a bank without investing
any capital and lend all the deposits at high interest rates to real
estate developers. If the real estate market booms, the loans will
be repaid and he’ll make high profits. If the real estate market
goes bust, the loans won’t be repaid and the bank will fail—but
he will not lose any of his own wealth. How would modern bank
regulation frustrate his scheme?

3. Assume that total reserves are equal to $200 and total checkable
bank deposits are equal to $1,000. Also assume that the public
does not hold any currency and banks hold no excess reserves.
Now suppose that the required reserve ratio falls from 20% to
10%. Trace out how this leads to an expansion in bank deposits.

4. Take the example of Silas depositing his $1,000 in cash into
First Street Bank and assume that the required reserve ratio is
10%. But now assume that each recipient of a bank loan keeps
half the loan in cash and deposits the rest. Trace out the
resulting expansion in the money supply through at least three
rounds of deposits.

Solutions appear at the back of the book.

Tackle the Test: Multiple-Choice Questions
1. Bank reserves include which of the following?

I. currency in bank vaults
II. bank deposits held in accounts at the Federal Reserve

III. customer deposits in bank checking accounts
a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

2. The fraction of bank deposits actually held as reserves is the 
a. reserve ratio.
b. required reserve ratio.
c. excess reserve ratio.
d. reserve requirement.
e. monetary base. 

3. Bank regulation includes which of the following?
I. deposit insurance

II. capital requirements
III. reserve requirements

a. I only
b. II only
c. III only
d. I and II
e. I, II, and III

4. Which of the following changes would be the most likely to
reduce the size of the money multiplier?
a. a decrease in the required reserve ratio
b. a decrease in excess reserves
c. an increase in cash holding by consumers
d. a decrease in bank runs
e. an increase in deposit insurance

5. The monetary base equals
a. currency in circulation.
b. reserves held by banks.
c. currency in circulation − reserves held by banks.
d. currency in circulation + reserves held by banks.
e. currency in circulation/reserves held by banks.

The answer is that early 2010 was not a normal time: Starting in late 2008, legislation
intended to stabilize the troubled U.S. economy made it much more attractive for
banks to hold excess reserves. And banks responded by increasing their reserves
tremendously, from $10 billion in 2008 to $1.2 trillion by January of 2010. And those
large excess reserves—funds not lent out to potential borrowers—increased the mone-
tary base without increasing the money supply. It was as if that money had “leaked”
out of the money multiplier process and into excess reserves held by banks, reducing
the size of the money multiplier.
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Tackle the Test: Free-Response Questions
1. How will each of the following affect the money supply through

the money multiplier process? Explain.
a. People hold more cash.
b. Banks hold more excess reserves.
c. The Fed increases the required reserve ratio.

Answer (6 points)

1 point: It will decrease.

1 point: Money held as cash does not support multiple dollars in the money
supply.

1 point: It will decrease.

1 point: Excess reserves are not loaned out and therefore do not expand the
money supply.

1 point: It will decrease.

1 point: Banks will have to hold more as reserves and therefore loan out less.

2. The required reserve ratio is 5%.
a. If a bank has deposits of $100,000 and holds $10,000 as

reserves, how much are its excess reserves? Explain.
b. If a bank holds no excess reserves and it receives a new

deposit of $1,000, how much of that $1,000 can the bank
lend out and how much is the bank required to add to its
reserves? Explain.

c. By how much can an increase in excess reserves of $2,000
change the money supply in a checkable-deposits-only
system? Explain.



What you will learn 
in this Module:
• The history of the Federal

Reserve System

• The structure of the Federal

Reserve System

• How the Federal Reserve

has responded to major

financial crises
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Module 26
The Federal Reserve
System: History 
and Structure

The Federal Reserve System
Who’s in charge of ensuring that banks maintain enough reserves? Who decides how
large the monetary base will be? The answer, in the United States, is an institution
known as the Federal Reserve (or, informally, as “the Fed”). The Federal Reserve is a
central bank—an institution that oversees and regulates the banking system, and con-
trols the monetary base. Other central banks include the Bank of England, the Bank of
Japan, and the European Central Bank, or ECB. 

An Overview of the Twenty-first Century

American Banking System
Under normal circumstances, banking is a rather staid and unexciting business. Fortu-
nately, bankers and their customers like it that way. However, there have been repeated
episodes in which “sheer panic” would be the best description of banking conditions—
the panic induced by a bank run and the specter of a collapse of a bank or multiple
banks, leaving depositors penniless, bank shareholders wiped out, and borrowers un-
able to get credit. In this section, we’ll give an overview of the behavior and regulation
of the American banking system over the last century. 

The creation of the Federal Reserve System in 1913 was largely a response to lessons
learned in the Panic of 1907. In 2008, the United States found itself in the midst of a fi-
nancial crisis that in many ways mirrored the Panic of 1907, which occurred almost ex-
actly 100 years earlier. 

A central bank is an institution that

oversees and regulates the banking system

and controls the monetary base.



Crisis in American Banking at the Turn of the 
Twentieth Century
The creation of the Federal Reserve System in 1913 marked the beginning of the mod-
ern era of American banking. From 1864 until 1913, American banking was dominated
by a federally  regulated system of national banks. They alone were allowed to issue cur-
rency, and the currency notes they issued were printed by the federal government with
uniform size and design. How much currency a national bank could issue depended on
its capital. Although this system was an improvement on the earlier period in which
banks issued their own notes with no uniformity and virtually no regulation, the na-
tional banking regime still suffered numerous bank failures and major financial
crises—at least one and often two per decade.

The main problem afflicting the system was that the money supply was not suffi-
ciently responsive: it was difficult to shift currency around the country to respond
quickly to local economic changes. (In particular, there was often a tug -of -war be-
tween New York City banks and rural banks for adequate amounts of currency.) Ru-

mors that a bank had insufficient currency to satisfy demands for
withdrawals would quickly lead to a bank run. A bank run would then
spark a contagion, setting off runs at other nearby banks, sowing wide-
spread panic and devastation in the local economy. In response, bankers
in some locations pooled their resources to create local clearinghouses
that would jointly guarantee a member’s liabilities in the event of a panic,
and some state governments began offering deposit insurance on their
banks’ deposits.

However, the cause of the Panic of 1907 was different from those of
previous crises; in fact, its cause was eerily similar to the roots of the
2008 crisis. Ground zero of the 1907 panic was New York City, but the
consequences devastated the entire country, leading to a deep four -year
recession. The crisis originated in institutions in New York known as
trusts, bank -like institutions that accepted deposits but that were origi-
nally intended to manage only inheritances and estates for wealthy
clients. Because these trusts were supposed to engage only in low -risk ac-
tivities, they were less regulated, had lower reserve requirements, and
had lower cash reserves than national banks. However, as the American
economy boomed during the first decade of the twentieth century,
trusts began speculating in real estate and the stock market, areas of
speculation forbidden to national banks. Being less regulated than na-
tional banks, trusts were able to pay their depositors higher returns. Yet
trusts took a free ride on national banks’ reputation for soundness, 
with depositors considering them equally safe. As a result, trusts grew

rapidly: by 1907, the total assets of trusts in New York City were as large as those of
national banks. Meanwhile, the trusts declined to join the New York Clearinghouse,
a consortium of New York City national banks that guaranteed one another’s
soundness; that would have required the trusts to hold higher cash reserves, reduc-
ing their profits. The Panic of 1907 began with the failure of the Knickerbocker
Trust, a large New York City trust that failed when it suffered massive losses in un-
successful stock market speculation. Quickly, other New York trusts came under
pressure, and frightened depositors began queuing in long lines to withdraw their
funds. The New York Clearinghouse declined to step in and lend to the trusts, and
even healthy trusts came under serious assault. Within two days, a dozen major
trusts had gone under. Credit markets froze, and the stock market fell dramatically
as stock traders were unable to get credit to finance their trades, and business confi-
dence evaporated.

Fortunately, one of New York City’s wealthiest men, the banker J. P. Morgan, quickly
stepped in to stop the panic. Understanding that the crisis was spreading and would
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In both the Panic of 1907 and the finan-
cial crisis of 2008, large losses from 
risky speculation destabilized the bank-
ing system.
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soon engulf healthy institutions, trusts and banks alike, he worked with other bankers,
wealthy men such as John D. Rockefeller, and the U.S. Secretary of the Treasury to
shore up the reserves of banks and trusts so they could withstand the onslaught of
withdrawals. Once people were assured that they could withdraw their money, the
panic ceased. Although the panic itself lasted little more than a week, it and the stock
market collapse decimated the economy. A four -year recession ensued, with produc-
tion falling 11% and unemployment rising from 3% to 8%.

Responding to Banking Crises: The Creation of the
Federal Reserve
Concerns over the frequency of banking crises and the unprecedented role of J. P.
Morgan in saving the financial system prompted the federal government to initiate
banking reform. In 1913 the national banking system was eliminated and the Fed-
eral Reserve System was created as a way to compel all deposit -taking institutions to
hold adequate reserves and to open their accounts to inspection by regulators. The
Panic of 1907 convinced many that the time for centralized control of bank reserves
had come. The Federal Reserve was given the sole right to issue currency in order to
make the money supply sufficiently responsive to satisfy economic conditions
around the country.

The Structure of the Fed
The legal status of the Fed, which was created in 1913, is unusual: it is not exactly part
of the U.S. government, but it is not really a private institution either. Strictly speaking,
the Federal Reserve System consists of two parts: the Board of Governors and the 12 re-
gional Federal Reserve Banks.

The Board of Governors, which oversees the entire system from its offices in
Washington, D.C., is constituted like a government agency: its seven members are
appointed by the president and must be approved by the Senate. However, they 
are appointed for 14-year terms, to insulate them from political pressure in their
conduct of monetary policy. Although the chair is appointed more frequently—
every four years—it is traditional for the chair to be reappointed and serve 
much longer terms. For example, William McChesney Martin was chair of the Fed
from 1951 until 1970. Alan Greenspan, appointed in 1987, served as the Fed’s chair
until 2006.

The 12 Federal Reserve Banks each serve a region of the country, known as a Federal
Reserve district, providing various banking and supervisory services. One of their jobs,
for example, is to audit the books of private -sector banks to ensure their financial
health. Each regional bank is run by a board of directors chosen from the local banking
and business community. The Federal Reserve Bank of New York plays a special role: it
carries out open -market operations, usually the main tool of monetary policy. Figure 26.1
on the next page shows the 12 Federal Reserve districts and the city in which each re-
gional Federal Reserve Bank is located.

Decisions about monetary policy are made by the Federal Open Market Commit-
tee, which consists of the Board of Governors plus five of the regional bank presi-
dents. The president of the Federal Reserve Bank of New York is always on the
committee, and the other four seats rotate among the 11 other regional bank presi-
dents. The chair of the Board of Governors normally also serves as the chair of the
Federal Open Market Committee.

The effect of this complex structure is to create an institution that is ultimately ac-
countable to the voting public because the Board of Governors is chosen by the presi-
dent and confirmed by the Senate, all of whom are themselves elected officials. But the
long terms served by board members, as well as the indirectness of their appointment
process, largely insulate them from short -term political pressures.
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The Effectiveness of the Federal Reserve System
Although the Federal Reserve System standardized and centralized the holding of
bank reserves, it did not eliminate the potential for bank runs because banks’ re-
serves were still less than the total value of their deposits. The potential for more
bank runs became a reality during the Great Depression. Plunging commodity prices
hit American farmers particularly hard, precipitating a series of bank runs in 1930,
1931, and 1933, each of which started at midwestern banks and then spread
throughout the country. After the failure of a particularly large bank in 1930, federal
officials realized that the economy -wide effects compelled them to take a less hands -
off approach and to intervene more vigorously. In 1932, the Reconstruction Finance
Corporation (RFC) was established and given the authority to make loans to banks
in order to stabilize the banking sector. Also, the Glass -Steagall Act of 1932, which
increased the ability of banks to borrow from the Federal Reserve System, was passed.
A loan to a leading Chicago bank from the Federal Reserve appears to have stopped a
major banking crisis in 1932. However, the beast had not yet been tamed. Banks be-
came fearful of borrowing from the RFC because doing so signaled weakness to the
public. During the midst of the catastrophic bank run of 1933, the new U.S. presi-
dent, Franklin Delano Roosevelt, was inaugurated. He immediately declared a “bank
holiday,” closing all banks until regulators could get a handle on the problem. In
March 1933, emergency measures were adopted that gave the RFC extraordinary
powers to stabilize and restructure the banking industry by providing capital to
banks either by loans or by outright purchases of bank shares. With the new regula-
tions, regulators closed nonviable banks and recapitalized viable ones by allowing
the RFC to buy preferred shares in banks (shares that gave the U.S. government more
rights than regular shareholders) and by greatly expanding banks’ ability to borrow
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from the Federal Reserve. By 1933, the RFC had invested over $16 billion (2008 dol-
lars) in bank capital—one -third of the total capital of all banks in the United States at
that time—and purchased shares in almost one -half of all banks. The RFC loaned
more than $32 billion (2008 dollars) to banks during this period. Economic histori-
ans uniformly agree that the banking crises of the early 1930s greatly exacerbated the
severity of the Great Depression, rendering monetary policy ineffective as the bank-
ing sector broke down and currency, withdrawn from banks and stashed under beds,
reduced the money supply.

Although the powerful actions of the RFC stabilized the banking industry, new leg-
islation was needed to prevent future banking crises. The Glass -Steagall Act of 1933
separated banks into two categories, commercial banks, depository banks that ac-
cepted deposits and were covered by deposit insurance, and investment banks, which
engaged in creating and trading financial assets such as stocks and corporate bonds
but were not covered by deposit insurance because their activities were considered
more risky. Regulation Q prevented commercial banks from paying interest on check-
ing accounts, in the belief that this would promote unhealthy competition between
banks. In addition, investment banks were much more lightly regulated than commer-
cial banks. The most important measure for the prevention of bank runs, however, was
the adoption of federal deposit insurance (with an original limit of $2,500 per deposit).

These measures were clearly successful, and the United States enjoyed a long pe-
riod of financial and banking stability. As memories of the bad old days dimmed,
Depression -era bank regulations were lifted. In 1980 Regulation Q was eliminated,
and by 1999, the Glass -Steagall Act had been so weakened that offering services like
trading financial assets were no longer off -limits to commercial banks.

The Savings and Loan Crisis of the 1980s
Along with banks, the banking industry also included savings and loans (also called
S&Ls or thrifts), institutions designed to accept savings and turn them into long -
term mortgages for home -buyers. S&Ls were covered by federal deposit insurance and
were tightly regulated for safety. However, trouble hit in the 1970s, as high inflation
led savers to withdraw their funds from low -interest -paying S&L accounts and put
them into higher-paying money market accounts. In addition, the high inflation rate
severely eroded the value of the S&Ls’ assets, the long -term mortgages they held on
their books. In order to improve S&Ls’ competitive position versus banks, Congress
eased regulations to allow S&Ls to undertake much more risky investments in addi-
tion to long -term home mortgages. However, the new freedom did not bring with it
increased oversight, leaving S&Ls with less oversight than banks. Not surprisingly,
during the real estate boom of the 1970s and 1980s, S&Ls engaged in overly risky real
estate lending. Also, corruption occurred as some S&L executives used their institu-
tions as private piggy banks. Unfortunately, during the late 1970s and early 1980s, po-
litical interference from Congress kept insolvent S&Ls open when a bank in a
comparable situation would have been quickly shut down by bank regulators. By the
early 1980s, a large number of S&Ls had failed. Because accounts were covered by fed-
eral deposit insurance, the liabilities of a failed S&L were now liabilities of the federal
government, and depositors had to be paid from taxpayer funds. From 1986 through
1995, the federal government closed over 1,000 failed S&Ls, costing U.S. taxpayers
over $124 billion dollars.

In a classic case of shutting the barn door after the horse has escaped, in 1989 Con-
gress put in place comprehensive oversight of S&L activities. It also empowered Fan-
nie Mae and Freddie Mac to take over much of the home mortgage lending previously
done by S&Ls. Fannie Mae and Freddie Mac are quasi -governmental agencies created
during the Great Depression to make homeownership more affordable for low- and
moderate -income households. It has been calculated that the S&L crisis helped cause
a steep slowdown in the finance and real estate industries, leading to the recession of
the early 1990s.
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A commercial bank accepts deposits 

and is covered by deposit insurance.

An investment bank trades in 

financial assets and is not covered by 

deposit insurance.

A savings and loan (thrift) is another 

type of deposit -taking bank, usually

specialized in issuing home loans.



Back to the Future: The Financial Crisis of 2008
The financial crisis of 2008 shared features of previous crises. Like the Panic of 1907 and
the S&L crisis, it involved institutions that were not as strictly regulated as deposit-
taking banks, as well as excessive speculation. Like the crises of the early 1930s, it involved
a U.S. government that was reluctant to take aggressive action until the scale of the devas-
tation became clear. In addition, by the late 1990s, advances in technology and financial
innovation had created yet another systemic weakness that played a central role in 2008.
The story of Long -Term Capital Management, or LTCM, highlights these problems.

Long -term Capital (Mis)Management Created in 1994, LTCM was a hedge fund, a pri-
vate investment partnership open only to wealthy individuals and institutions. Hedge
funds are virtually unregulated, allowing them to make much riskier investments than
mutual funds, which are open to the average investor. Using vast amounts of leverage—
that is, borrowed money—in order to increase its returns, LTCM used sophisticated
computer models to make money by taking advantage of small differences in asset
prices in global financial markets to buy at a lower price and sell at a higher price. In one
year, LTCM made a return as high as 40%. LTCM was also heavily involved in derivatives,
complex financial instruments that are constructed—derived—from the obligations of
more basic financial assets. Derivatives are popular investment tools because they are
cheaper to trade than basic financial assets and can be constructed to suit a buyer’s or
seller’s particular needs. Yet their complexity can make it extremely hard to measure
their value. LTCM believed that its computer models allowed it to accurately gauge the
risk in the huge bets that it was undertaking in derivatives using borrowed money.

However, LTCM’s computer models hadn’t factored in a series of financial crises
in Asia and in Russia during 1997 and 1998. Through its large borrowing, LTCM had
become such a big player in global financial markets that attempts to sell its assets
depressed the prices of what it was trying to sell. As the markets fell around the world
and LTCM’s panic -stricken investors demanded the return of their funds, LTCM’s
losses mounted as it tried to sell assets to satisfy those demands. Quickly, its opera-
tions collapsed because it could no longer borrow money and other parties refused to
trade with it. Financial markets around the world froze in panic. The Federal Reserve
realized that allowing LTCM’s remaining assets to be sold at panic- stricken prices
presented a grave risk to the entire financial system through the balance sheet ef-
fect: as sales of assets by LTCM depressed asset prices all over the world, other firms
would see the value of their balance sheets fall as assets held on these balance sheets
declined in value. Moreover, falling asset prices meant the value of assets held by bor-
rowers on their balance sheet would fall below a critical threshold, leading to a de-
fault on the terms of their credit contracts and forcing creditors to call in their loans.
This in turn would lead to more sales of assets as borrowers tried to raise cash to
repay their loans, more credit defaults, and more loans called in, creating a vicious
cycle of deleveraging. The Federal Reserve Bank of New York arranged a $3.625 bil-
lion bailout of LTCM in 1998, in which other private institutions took on shares of
LTCM’s assets and obligations, liquidated them in an orderly manner, and eventually
turned a small profit. Quick action by the Federal Reserve Bank of New York pre-
vented LTCM from sparking a contagion, yet virtually all of LTCM’s investors were
wiped out.

Subprime Lending and the Housing Bubble After the LTCM crisis, U.S. financial
markets stabilized. They remained more or less stable even as stock prices fell sharply
from 2000 to 2002 and the U.S. economy went into recession. During the recovery
from the 2001 recession, however, the seeds for another financial crisis were planted.

The story begins with low interest rates: by 2003, U.S. interest rates were at histori-
cally low levels, partly because of Federal Reserve policy and partly because of large in-
flows of capital from other countries, especially China. These low interest rates helped
cause a boom in housing, which in turn led the U.S. economy out of recession. As
housing boomed, however, financial institutions began taking on growing risks—risks
that were not well understood.
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A financial institution engages in leverage

when it finances its investments with

borrowed funds.

The balance sheet effect is the reduction

in a firm’s net worth from falling asset prices.

A vicious cycle of de leveraging takes

place when asset sales to cover losses

produce negative balance sheet effects on

other firms and force creditors to call in their

loans, forcing sales of more assets and

causing further declines in asset prices.



Traditionally, people were only able to borrow money to buy homes if they could
show that they had sufficient income to meet the mortgage payments. Making home
loans to people who didn’t meet the usual criteria for borrowing, called subprime
lending, was only a minor part of overall lending. But in the booming housing market
of 2003–2006, subprime lending started to seem like a safe bet. Since housing prices
kept rising, borrowers who couldn’t make their mortgage payments could always pay
off their mortgages, if necessary, by selling their homes. As a result, subprime lending
exploded. Who was making these subprime loans? For the most part, it wasn’t tradi-
tional banks lending out depositors’ money. Instead, most of the loans were made by
“loan originators,” who quickly sold mortgages to other investors. These sales were
made possible by a process known as securitization: financial institutions assembled
pools of loans and sold shares in the income from these pools. These shares were con-
sidered relatively safe investments since it was considered unlikely that large numbers
of home-buyers would default on their payments at the same time.

But that’s exactly what happened. The housing boom turned out to be a bubble,
and when home prices started falling in late 2006, many subprime borrowers were un-
able either to meet their mortgage payments or sell their houses for enough to pay off
their mortgages. As a result, investors in securities backed by subprime mortgages
started taking heavy losses. Many of the mortgage -backed assets were held by finan-
cial institutions, including banks and other institutions playing bank -like roles. Like
the trusts that played a key role in the Panic of 1907, these “nonbank banks” were less
regulated than commercial banks, which allowed them to offer higher returns to in-
vestors but left them extremely vulnerable in a crisis. Mortgage -related losses, in turn,
led to a collapse of trust in the financial system. Figure 26.2 shows one measure of this
loss of trust: the TED spread, which is the difference between the interest rate on
three -month loans that banks make to each other and the interest rate the federal gov-
ernment pays on three -month bonds. Since government bonds are considered ex-
tremely safe, the TED spread shows how much risk banks think they’re taking on
when lending to each other. Normally, the spread is around a quarter of a percentage
point, but it shot up in August 2007 and surged to an unprecedented 4.64 percentage
points in October 2008.

Crisis and Response The collapse of trust in the financial system, combined with
the large losses suffered by financial firms, led to a severe cycle of deleveraging and a
credit crunch for the economy as a whole. Firms found it difficult to borrow, even for
short -term operations; individuals found home loans unavailable and credit card
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f i g u r e 26.2

The TED Spread
The TED spread is the difference between
the interest rate at which banks lend to
each other and the interest rate on U.S.
government debt. It’s widely used as a
measure of financial stress. The TED spread
soared as a result of the financial crisis that
started in 2007.
Source: British Bankers’ Association; Federal Reserve
Bank of St. Louis.
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Sub prime lending is lending to home

buyers who don’t meet the usual criteria 

for being able to afford their payments.

In securitization a pool of loans is

assembled and shares of that pool are 

sold to investors.



limits reduced. Overall, the negative economic effect of the finan-
cial crisis bore a distinct and troubling resemblance to the effects of
the banking crisis of the early 1930s, which helped cause the Great
Depression. Policy makers noticed the resemblance and tried to pre-
vent a repeat performance. Beginning in August 2007, the Federal
Reserve engaged in a series of efforts to provide cash to the financial
system, lending funds to a widening range of institutions and buy-
ing private-sector debt. The Fed and the Treasury Department also
stepped in to rescue individual firms that were deemed too crucial
to be allowed to fail, such as the investment bank Bear Stearns and
the insurance company AIG.

In September 2008, however, policy makers decided that one
major investment bank, Lehman Brothers, could be allowed to fail.
They quickly regretted the decision. Within days of Lehman’s failure,

widespread panic gripped the financial markets, as illustrated by the late surge in the
TED spread shown in Figure 26.2. In response to the intensified crisis, the U.S. govern-
ment intervened further to support the financial system, as the U.S. Treasury began
“injecting” capital into banks. Injecting capital, in practice, meant that the U.S. govern-
ment would supply cash to banks in return for shares—in effect, partially nationalizing
the financial system. This new rescue plan was still in its early stages when this book
went to press, and it was too early to judge its success.

It is widely expected that the crisis of 2008 will lead to major changes in the finan-
cial system, probably the largest changes since the 1930s. Historically, it was considered
enough to insure deposits and regulate commercial banks. The 2008 crisis raised new
questions about the appropriate scope of safety nets and regulations. Like the crises
preceding it, the financial crisis of 2008 exerted a powerful negative effect on the rest of
the economy.
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Like FDR, Barack Obama, shown here
with his team of economic advisers, was
faced with a major financial crisis upon
taking office.
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Check Your Understanding 
1. What are the similarities between the Panic of 1907, the S&L

crisis, and the crisis of 2008?

2. Why did the creation of the Federal Reserve fail to prevent the
bank runs of the Great Depression? What measures did stop
the bank runs?

3. Describe the balance sheet effect. Describe the vicious cycle of
de leveraging. Why is it necessary for the government to step in
to halt a vicious cycle of de leveraging?

Solutions appear at the back of the book.

Tackle the Test: Multiple-Choice Questions
1. Which of the following contributed to the creation of the

Federal Reserve System?
I. the bank panic of 1907

II. the Great Depression
III. the savings and loan crisis of the 1980s

a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

2. Which of the following is a part of both the Federal Reserve
System and the federal government?
a. the Federal Reserve Board of Governors
b. the 12 regional Federal Reserve Banks
c. the Reconstruction Finance Corporation 
d. commercial banks
e. the Treasury Department
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3. Which of the following is NOT a role of the Federal Reserve
System?
a. controlling bank reserves 
b. printing currency (Federal Reserve notes)
c. carrying out monetary policy
d. supervising and regulating banks 
e. holding reserves for commercial banks

4. Who oversees the Federal Reserve System?
a. the presidents of the Regional Federal Reserve Banks
b. the president of the United States

c. the Federal Open Market Committee 
d. the Board of Governors of the Federal Reserve System 
e. the Reconstruction Finance Corporation

5. Which of the following contributed to the financial crisis 
of 2008?
a. subprime lending
b. securitization
c. deleveraging
d. low interest rates leading to a housing boom
e. all of the above

Tackle the Test: Free-Response Questions
1. a. What group determines monetary policy?

b. How many members serve in this group? 
c. Who always serves in this group?
d. Who sometimes serves in this group? Explain.

Answer (5 points)

1 point: The Federal Open Market Committee (FOMC)

1 point: 12

1 point: Members of the Board of Governors and the New York Federal Reserve
bank president

1 point: 4 of the other 11 Federal Reserve bank presidents

1 point: The 11 other Federal Reserve bank presidents rotate their service on
the FOMC.

2. a. What does the Board of Governors of the Federal Reserve
System do?

b. How many members serve on the group?
c. Who appoints members?
d. How long do members serve?
e. Why do they serve a term of this length?
f. How long does the chair serve?



What you will learn 
in this Module:
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• The functions of the Federal

Reserve System

• The major tools the Federal

Reserve uses to serve its

functions

Module 27
The Federal Reserve:
Monetary Policy

The Federal Reserve System 
In the previous module, we learned that the Federal Reserve System serves as the cen-
tral bank of the United States. It has two parts: the Board of Governors, which is part
of the U.S. government, and the 12 regional Federal Reserve Banks, which are privately
owned. But what are the functions of the Federal Reserve System, and how does it
serve them?

The Functions of the Federal Reserve System
Today, the Federal Reserve’s functions fall into four basic categories: providing finan-
cial services to depository institutions, supervising and regulating banks and other fi-
nancial institutions, maintaining the stability of the financial system, and conducting
monetary policy. Let’s look at each in turn.

Provide Financial Services The 12 regional Federal Reserve Banks provide finan-
cial services to depository institutions such as banks and other large institutions,
including the U.S. government. The Federal Reserve is sometimes referred to as 
the “banker’s bank” because it holds reserves, clears checks, provides cash, and
transfers funds for commercial banks—all services that banks provide for their 
customers. The Federal Reserve also acts as the banker and fiscal agent for the fed-
eral government. The U.S. Treasury has its checking account with the Federal Re-
serve, so when the federal government writes a check, it is written on an account at
the Fed.

Supervise and Regulate Banking Institutions The Federal Reserve System is charged
with ensuring the safety and soundness of the nation’s banking and financial system.
The regional Federal Reserve Banks examine and regulate commercial banks in their
district. The Board of Governors also engages in regulation and supervision of finan-
cial institutions. 



Maintain the Stability of the Financial System As we have seen, one of the major rea-
sons the Federal Reserve System was created was to provide the nation with a safe and
stable monetary and financial system. The Fed is charged with maintaining the in-
tegrity of the financial system. As part of this function, Federal Reserve banks provide
liquidity to financial institutions to ensure their safety and soundness. 

Conduct Monetary Policy One of the Federal Reserve’s most important functions is
the conduct of monetary policy. As we will see, the Federal Reserve uses the tools of
monetary policy to prevent or address extreme macroeconomic fluctuations in the
U.S. economy.

What the Fed Does
How does the Fed go about performing its functions? The Federal Reserve has three
main policy tools at its disposal: reserve requirements, the discount rate, and, perhaps most
importantly, open -market operations. These tools play a part in how the Fed performs
each of its functions as outlined below.

The Reserve Requirement
In our discussion of bank runs, we noted that the Fed sets a minimum required 
reserve ratio, currently equal to 10% for checkable bank deposits. Banks that fail 
to maintain at least the required reserve ratio on average over a two -week period 
face penalties.

What does a bank do if it looks as if it has insufficient reserves to meet the Fed’s re-
serve requirement? Normally, it borrows additional reserves from other banks via the
federal funds market, a financial market that allows banks that fall short of the re-
serve requirement to borrow reserves (usually just overnight) from banks that are hold-
ing excess reserves. The interest rate in this market is determined by supply and
demand but the supply and demand for bank reserves are both strongly affected by
Federal Reserve actions. Later we will see how the federal funds rate, the interest rate
at which funds are borrowed and lent in the federal funds market, plays a key role in
modern monetary policy.

In order to alter the money supply, the Fed can change reserve requirements. If the
Fed reduces the required reserve ratio, banks will lend a larger percentage of their de-
posits, leading to more loans and an increase in the money supply via the money multi-
plier. Alternatively, if the Fed increases the required reserve ratio, banks are forced to
reduce their lending, leading to a fall in the money supply via the money multiplier.
Under current practice, however, the Fed doesn’t use changes in reserve requirements
to actively manage the money supply. The last significant change in reserve require-
ments was in 1992.

The Discount Rate
Banks in need of reserves can also borrow from the Fed itself via the discount window.
The discount rate is the interest rate the Fed charges on those loans. Normally, the dis-
count rate is set 1 percentage point above the federal funds rate in order to discourage
banks from turning to the Fed when they are in need of reserves. 

In order to alter the money supply, the Fed can change the discount rate. Beginning
in the fall of 2007, the Fed reduced the spread between the federal funds rate and the
discount rate as part of its response to an ongoing financial crisis, described later in
this module. As a result, by the spring of 2008 the discount rate was only 0.25 percent-
age points above the federal funds rate.

If the Fed reduces the spread between the discount rate and the federal funds rate,
the cost to banks of being short of reserves falls; banks respond by increasing their
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A trader works on the floor of the New
York Stock Exchange as the Federal Re-
serve announces that it will be keeping
its key interest rate near zero.
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The federal funds market allows

banks that fall short of the reserve

requirement to borrow funds from banks 

with excess reserves.

The federal funds rate is the interest 

rate determined in the federal funds 

market.

The discount rate is the interest rate 

the Fed charges on loans to banks.



lending, and the money supply increases via the money multiplier. If the Fed increases
the spread between the discount rate and the federal funds rate, bank lending falls—
and so will the money supply via the money multiplier.

The Fed normally doesn’t use the discount rate to actively manage the money sup-
ply. Although, as we mentioned earlier, there was a temporary surge in lending
through the discount window in 2007 in response to a financial crisis. Today, normal
monetary policy is conducted almost exclusively using the Fed’s third policy tool:
open -market operations.

Open-Market Operations
Like the banks it oversees, the Federal Reserve has assets and liabilities. The Fed’s assets
consist of its holdings of debt issued by the U.S. government, mainly short -term U.S.
government bonds with a maturity of less than one year, known as U.S. Treasury bills.
Remember, the Fed isn’t exactly part of the U.S. government, so U.S. Treasury bills held
by the Fed are a liability of the government but an asset of the Fed. The Fed’s liabilities
consist of currency in circulation and bank reserves. Figure 27.1 summarizes the nor-
mal assets and liabilities of the Fed in the form of a T-account.

In an open -market operation the Federal Reserve buys or sells U.S. Treasury
bills, normally through a transaction with commercial banks—banks that mainly
make business loans, as opposed to home loans. The Fed never buys U.S. Treasury
bills directly from the federal government. There’s a good reason for this: when a
central bank buys government debt directly from the government, it is lending di-
rectly to the government—in effect, the central bank is issuing “printing money” to
finance the government’s budget deficit. As we’ll see later in the book, this has his-
torically been a formula for disastrous levels of inflation.

The two panels of Figure 27.2 show the changes in the financial position of both
the Fed and commercial banks that result from open -market operations. When the
Fed buys U.S. Treasury bills from a commercial bank, it pays by crediting the bank’s
reserve account by an amount equal to the value of the Treasury bills. This is illus-
trated in panel (a): the Fed buys $100 million of U.S. Treasury bills from commercial
banks, which increases the monetary base by $100 million because it increases bank
reserves by $100 million. When the Fed sells U.S. Treasury bills to commercial banks,
it debits the banks’ accounts, reducing their reserves. This is shown in panel (b), where
the Fed sells $100 million of U.S. Treasury bills. Here, bank reserves and the monetary
base decrease.

You might wonder where the Fed gets the funds to purchase U.S. Treasury bills
from banks. The answer is that it simply creates them with a stroke of the pen—or,
these days, a click of the mouse—that credits the banks’ accounts with extra reserves.
(The Fed issues currency to pay for Treasury bills only when banks want the addi-
tional reserves in the form of currency.) Remember, the modern dollar is fiat money,
which isn’t backed by anything. So the Fed can create additional monetary base at its
own discretion.
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f i g u r e 27.1

The Federal Reserve’s Assets
and Liabilities
The Federal Reserve holds its assets mostly in
short -term government bonds called U.S. Treas-
ury bills. Its liabilities are the monetary base—
currency in circulation plus bank reserves.

Assets Liabilities 

Government debt 
(Treasury bills) 

Monetary base 
(Currency in circulation  
+ bank reserves) 

An open -market operation is a purchase

or sale of government debt by the Fed.



m o d u l e 2 7 T h e  F e d e r a l  R e s e r v e :  M o n e t a r y  P o l i c y 265

S
e

c
tio

n
 5

 T
h

e
 F

in
a

n
c

ia
l S

e
c

to
r

(a) An Open-Market Purchase of $100 Million 

Assets Liabilities 

Federal 
Reserve 

Monetary  +$100 
base    million

No change 

Treasury  +$100  
bills     million

Assets Liabilities 

Commercial 
banks 

Treasury  –$100  
bills    million

Reserves  +$100 
    million

Open-Market Operations by the Federal Reservef i g u r e 27.2

In panel (a), the Federal Reserve increases the monetary base by
purchasing U.S. Treasury bills from private commercial banks in 
an open-market operation. Here, a $100 million purchase of U.S.
Treasury bills by the Federal Reserve is paid for by a $100 million 
increase in the monetary base. This will ultimately lead to an in-
crease in the money supply via the money multiplier as banks lend
out some of these new reserves. In panel (b), the Federal Reserve re-

duces the monetary base by selling U.S. Treasury bills to private
commercial banks in an open-market operation. Here, a $100 million
sale of U.S. Treasury bills leads to a $100 million reduction in com-
mercial bank reserves, resulting in a $100 million decrease in the
monetary base. This will ultimately lead to a fall in the money supply
via the money multiplier as banks reduce their loans in response to a
fall in their reserves.

(b) An Open-Market Sale of $100 Million 

Assets Liabilities 

Federal 
Reserve 

Monetary  –$100 
base    million

Treasury  –$100  
bills     million

Assets Liabilities 

Commercial 
banks 

Treasury  +$100  
bills    million

Reserves  –$100 
    million

No change 

Who Gets the Interest on the Fed’s Assets?
As we’ve just learned, the Fed owns a lot of 

assets—Treasury bills—which it bought from

commercial banks in exchange for the mone-

tary base in the form of credits to banks’ re-

serve accounts. These assets pay interest. Yet

the Fed’s liabilities consist mainly of the mone-

tary base, liabilities on which the Fed doesn’t
pay interest. So the Fed is, in effect, an institu-

tion that has the privilege of borrowing funds at

a zero interest rate and lending them out at a

positive interest rate. That sounds like a pretty

profitable business. Who gets the profits?

You do—or rather, U.S. taxpayers do. The Fed

keeps some of the interest it receives to finance

its operations but turns most of it over to the U.S.

Treasury. For example, in 2009 the Federal Re-

serve System received $52.1 billion in income—

largely in interest on its holdings of Treasury 

bills, of which $46.1 billion was returned to 

the Treasury.

We can now finish the story of the impact of

those forged $100 bills allegedly printed in North

Korea. When a fake $100 bill enters circulation,

it has the same economic effect as a real $100

bill printed by the U.S. government. That is, as

long as nobody catches the forgery, the fake bill

serves, for all practical purposes, as part of the

monetary base. Meanwhile, the Fed decides on

the size of the monetary base based on eco-

nomic considerations—in particular, the Fed

doesn’t let the monetary base get too large be-

cause that can cause inflation. So every fake

$100 bill that enters circulation basically means

that the Fed prints one less real $100 bill. When

the Fed prints a $100 bill legally, however, it gets

Treasury bills in return—and the interest on

those bills helps pay for the U.S. government’s

expenses. So a counterfeit $100 bill reduces the

amount of Treasury bills the Fed can acquire and

thereby reduces the interest payments going to

the Fed and the U.S. Treasury. So taxpayers bear

the real cost of counterfeiting.

fy i

The change in bank reserves caused by an open -market operation doesn’t directly af-
fect the money supply. Instead, it starts the money multiplier in motion. After the $100
million increase in reserves shown in panel (a), commercial banks would lend out their
additional reserves, immediately increasing the money supply by $100 million. Some
of those loans would be deposited back into the banking system, increasing reserves



again and permitting a further round of loans, and so on, leading to a rise in the money
supply. An open -market sale has the reverse effect: bank reserves fall, requiring banks
to reduce their loans, leading to a fall in the money supply.

Economists often say, loosely, that the Fed controls the money supply—checkable
deposits plus currency in circulation. In fact, it controls only the monetary base—
bank reserves plus currency in circulation. But by increasing or reducing the mone-
tary base, the Fed can exert a powerful influence on both the money supply and
interest rates. This influence is the basis of monetary policy, discussed in detail in
Modules 28 and 29.
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Check Your Understanding 
1. Assume that any money lent by a bank is deposited back in the

banking system as a checkable deposit and that the reserve ratio
is 10%. Trace out the effects of a $100 million open -market

purchase of U.S. Treasury bills by the Fed on the value of
checkable bank deposits. What is the size of the money
multiplier?

Solutions appear at the back of the book.

Tackle the Test: Multiple-Choice Questions
1. Which of the following is a function of the Federal Reserve

System?
I. examine commercial banks

II. print Federal Reserve notes
III. conduct monetary policy

a. I only
b. II only
c. III only
d. I and III only
e. I, II, and III

2. Which of the following financial services does the Federal
Reserve provide for commercial banks?

I. clearing checks
II. holding reserves

III. making loans
a. I only 
b. II only
c. III only
d. I and II
e. I, II, and III

3. When the Fed makes a loan to a commercial bank, it charges
a. no interest.
b. the prime rate.
c. the federal funds rate.
d. the discount rate.
e. the market interest rate.

4. If the Fed purchases U.S. Treasury bills from a commercial
bank, what happens to bank reserves and the money supply?

Bank reserves Money supply
a. increase decrease
b. increase increase
c. decrease decrease
d. decrease increase
e. increase no change

5. When banks make loans to each other, they charge the
a. prime rate.
b. discount rate.
c. federal funds rate.
d. CD rate.
e. mortgage rate.
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Tackle the Test: Free-Response Questions
1. a. What are the three major tools of the Federal Reserve

System?
b. What would the Fed do with each tool to increase the money

supply? Explain for each.

Answer (9 points)

1 point: The discount rate

1 point: The reserve requirement

1 point: Open-market operations

1 point: Decrease the discount rate

1 point: A lower discount rate makes it cheaper to borrow from the Fed so the
money supply increases.

1 point: Decrease the reserve requirement

1 point: A lower reserve requirement allows banks to loan more, increasing the
money supply.

1 point: Buy U.S. Treasury bills

1 point: When the Fed buys U.S. Treasury bills, banks’ excess reserves
increase. When lent out, these excess reserves increase the money supply with
the assistance of the money multiplier.

2. What are the four basic functions of the Federal Reserve 
System and what part of the system is responsible for each?



What you will learn 
in this Module:
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• What the money demand

curve is

• Why the liquidity preference

model determines the

interest rate in the short run

Module 28
The Money Market

The Demand for Money
Remember that M1, the most commonly used definition of the money supply, consists
of currency in circulation (cash), plus checkable bank deposits, plus traveler’s checks.
M2, a broader definition of the money supply, consists of M1 plus deposits that can
easily be transferred into checkable deposits. We also learned why people hold money—
to make it easier to purchase goods and services. Now we’ll go deeper, examining what
determines how much money individuals and firms want to hold at any given time.

The Opportunity Cost of Holding Money
Most economic decisions involve trade -offs at the margin. That is, individuals decide
how much of a good to consume by determining whether the benefit they’d gain from
consuming a bit more of any given good is worth the cost. The same decision process is
used when deciding how much money to hold.

Individuals and firms find it useful to hold some of their assets in the form of
money because of the convenience money provides: money can be used to make pur-
chases directly, while other assets can’t. But there is a price to be paid (an opportunity
cost) for that convenience: money held in your wallet earns no interest.

As an example of how convenience makes it worth incurring some opportunity
costs, consider the fact that even today—with the prevalence of credit cards, debit cards,
and ATMs—people continue to keep cash in their wallets rather than leave the funds in
an interest -bearing account. They do this because they don’t want to have to go to an
ATM to withdraw money every time they want to make a small purchase. In other
words, the convenience of keeping some cash in your wallet is more valuable than the
interest you would earn by keeping that money in the bank.

Even holding money in a checking account involves a trade-off between convenience
and earning interest. That’s because you can earn a higher interest rate by putting your
money in assets other than a checking account. For example, many banks offer certifi-
cates of deposit, or CDs, which pay a higher interest rate than ordinary bank accounts.
But CDs also carry a penalty if you withdraw the funds before a certain amount of
time—say, six months—has elapsed. An individual who keeps funds in a checking ac-
count is forgoing the higher interest rate those funds would have earned if placed in a
CD in return for the convenience of having cash readily available when needed.



Table 28.1 illustrates the opportunity cost of holding money in a
specific month, June 2007. The first row shows the interest rate on
one -month certificates of deposit—that is, the interest rate individ-
uals could get if they were willing to tie their funds up for one
month. In June 2007, one -month CDs yielded 5.30%. The second
row shows the interest rate on interest -bearing bank accounts
(specifically, those included in M1). Funds in these accounts were
more accessible than those in CDs, but the price of that conven-
ience was a much lower interest rate, only 2.478%. Finally, the last
row shows the interest rate on currency—cash in your wallet—which
was, of course, zero.

Table 28.1 shows the opportunity cost of holding money at one point in time, but
the opportunity cost of holding money changes when the overall level of interest rates
changes. Specifically, when the overall level of interest rates falls, the opportunity cost
of holding money falls, too.

Table 28.2 illustrates this point by showing how selected interest rates changed
between June 2007 and June 2008, a period when the Federal Reserve was slashing
rates in an effort to fight off recession. Between June 2007 and June 2008, the federal
funds rate, which is the rate the Fed controls most directly, fell by 3.25 percentage
points. The interest rate on one -month CDs fell almost as much, 2.8 percentage
points. That’s not an accident: all short -term interest rates—rates on financial as-
sets that come due, or mature, within less than a year—tend to move together, with
rare exceptions. The reason short -term interest rates tend to move together is that
CDs and other short -term assets (like one-month and three-month U.S. Treasury
bills) are in effect competing for the same business. Any short -term asset that offers a
lower -than -average interest rate will be sold by investors, who will move their wealth
into a higher -yielding short -term asset. The selling of the asset, in turn, forces its 
interest rate up because investors must be rewarded with a higher rate in order to in-
duce them to buy it. Conversely, investors will move their wealth into any short -term
financial asset that offers an above -average interest rate. The purchase of the asset
drives its interest rate down when sellers find they can lower the rate of return on the
asset and still find willing buyers. So interest rates on short -term financial assets
tend to be roughly the same because no asset will consistently offer a higher -than -
average or a lower -than -average interest rate. 

But as short -term interest rates fell between June 2007 and June 2008, the interest
rates on money didn’t fall by the same amount. The interest rate on currency, of
course, remained at zero. The interest rate paid on demand deposits did fall, but by
much less than short -term interest rates. As a result, the opportunity cost of holding
money fell. The last two rows of Table 28.2 show the differences between the interest
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Short -term interest rates are the interest

rates on financial assets that mature within

less than a year.

t a b l e 28.1

Interest Rates and the Opportunity Cost of Holding Money

June 2007 June 2008

Federal funds rate 5.25% 2.00%

One - month certificates of deposit (CD) 5.30 2.50

Interest-bearing demand deposits 2.773 1.353

Currency 0 0

CDs minus interest - bearing demand deposits 2.527 1.147

CDs minus currency 5.30 2.50

Source: Federal Reserve Bank of St. Louis.

t a b l e 28.2

Selected Interest Rates, June 2007

One - month CDs 5.30%

Interest - bearing demand deposits 2.478

Currency 0

Source: Federal Reserve Bank of St. Louis.



rates on demand deposits and currency and the interest rate on CDs. These differ-
ences declined sharply between June 2007 and June 2008. This reflects a general re-
sult: the higher the short -term interest rate, the higher the opportunity cost of
holding money; the lower the short -term interest rate, the lower the opportunity cost
of holding money.

Table 28.2 contains only short -term interest rates. At any given moment, long -
term interest rates—interest rates on financial assets that mature, or come due, a
number of years into the future—may be different from short -term interest rates. The
difference between short -term and long -term interest rates is sometimes important as
a practical matter. Moreover, it’s short -term rates rather than long -term rates that af-
fect money demand, because the decision to hold money involves trading off the con-
venience of holding cash versus the payoff from holding assets that mature in the
short -term—a year or less. For our current purposes, however, it’s useful to ignore the
distinction between short -term and long -term rates and assume that there is only one
interest rate.

The Money Demand Curve
Because the overall level of interest rates affects the opportunity cost of holding money,
the quantity of money individuals and firms want to hold is, other things equal, nega-
tively related to the interest rate. In Figure 28.1, the horizontal axis shows the quantity
of money demanded and the vertical axis shows the nominal interest rate, r, which you
can think of as a representative short -term interest rate such as the rate on one -month
CDs. Why do we place the nominal interest rate and not the real interest rate on the
vertical axis? Because the opportunity cost of holding money includes both the real re-
turn that could be earned on a bank deposit and the erosion in purchasing power
caused by inflation. The nominal interest rate includes both the forgone real return
and the expected loss due to inflation. Hence, r in Figure 28.1 and all subsequent fig-
ures is the nominal interest rate. 

The relationship between the interest rate and the quantity of money demanded by
the public is illustrated by the money demand curve, MD, in Figure 28.1. The money
demand curve slopes downward because, other things equal, a higher interest rate in-
creases the opportunity cost of holding money, leading the public to reduce the quan-
tity of money it demands. For example, if the interest rate is very low—say, 1%—the

270 s e c t i o n 5 T h e  F i n a n c i a l  S e c t o r

Long-term Interest Rates
Long -term interest rates—rates on bonds or

loans that mature in several years—don’t nec-

essarily move with short -term interest rates.

How is that possible?

Consider the case of Millie, who has already

decided to place $1,000 in CDs for the next 

two years. However, she hasn’t decided

whether to put the money in a one -year CD, 

at a 4% rate of interest, or a two -year CD, at a

5% rate of interest.

You might think that the two -year CD is a

clearly better deal—but it may not be. Suppose

that Millie expects the rate of interest on one -

year CDs to rise sharply next year. If she puts

her funds in a one -year CD this year, she will be

able to reinvest the money at a much higher

rate next year. And this could give her a two -

year rate of return that is higher than if she put

her funds into the two -year CD. For example, if

the rate of interest on one -year CDs rises from

4% this year to 8% next year, putting her funds

in a one -year CD will give her an annual rate of

return over the next two years of about 6%, bet-

ter than the 5% rate on two -year CDs.

The same considerations apply to investors

deciding between short -term and long -term

bonds. If they expect short -term interest rates

to rise, investors may buy short -term bonds

even if long -term bonds offer a higher interest

rate. If they expect short -term interest rates to

fall, investors may buy long -term bonds even if

short -term bonds offer a higher interest rate.

In practice, long -term interest rates reflect

the average expectation in the market about

what’s going to happen to short -term rates in

the future. When long -term rates are higher

than short -term rates, as they were in 2008, the

market is signaling that it expects short -term

rates to rise in the future.

fy i

Long -term interest rates are interest

rates on financial assets that mature a

number of years in the future.

The money demand curve shows the

relationship between the quantity of money

demanded and the interest rate.



m o d u l e 2 8 T h e  M o n e y  M a r k e t 271

S
e

c
tio

n
 5

 T
h

e
 F

in
a

n
c

ia
l S

e
c

to
r

f i g u r e 28.1

The Money Demand Curve
The money demand curve illustrates the rela-
tionship between the interest rate and the
quantity of money demanded. It slopes down-
ward: a higher interest rate leads to a higher
opportunity cost of holding money and reduces
the quantity of money demanded.

Quantity
of money

Interest
rate, r

Money demand curve, MD

interest forgone by holding money is relatively small. As a result, individuals and
firms will tend to hold relatively large amounts of money to avoid the cost and nui-
sance of converting other assets into money when making purchases. By contrast, if
the interest rate is relatively high—say, 15%, a level it reached in the United States in
the early 1980s—the opportunity cost of holding money is high. People will respond
by keeping only small amounts in cash and deposits, converting assets into money
only when needed. 

You might ask why we draw the money demand curve with the interest rate—as op-
posed to rates of return on other assets, such as stocks or real estate—on the vertical
axis. The answer is that for most people the relevant question in deciding how much
money to hold is whether to put the funds in the form of other assets that can be
turned fairly quickly and easily into money. Stocks don’t fit that definition because
there are significant broker’s fees when you sell stock (which is why stock market in-
vestors are advised not to buy and sell too often); selling real estate involves even larger
fees and can take a long time as well. So the relevant comparison is with assets that are
“close to” money—fairly liquid assets like CDs. And as we’ve already seen, the interest
rates on all these assets normally move closely together.

Shifts of the Money Demand Curve
Like the demand curve for an ordinary good, the money demand curve can be
shifted by a number of factors. Figure 28.2 on the next page shows shifts of the
money demand curve: an increase in the demand for money corresponds to a right-
ward shift of the MD curve, raising the quantity of money demanded at any given in-
terest rate; a fall in the demand for money corresponds to a leftward shift of the MD
curve, reducing the quantity of money demanded at any given interest rate. The
most important factors causing the money demand curve to shift are changes in the
aggregate price level, changes in real GDP, changes in banking technology, and
changes in banking institutions.

Changes in the Aggregate Price Level Americans keep a lot more cash in their wallets
and funds in their checking accounts today than they did in the 1950s. One reason is
that they have to if they want to be able to buy anything: almost everything costs more
now than it did when you could get a burger, fries, and a drink at McDonald’s for 



45 cents and a gallon of gasoline for 29 cents. So higher prices increase the de-
mand for money (a rightward shift of the MD curve), and lower prices reduce the
demand for money (a leftward shift of the MD curve).

We can actually be more specific than this: other things equal, the demand for
money is proportional to the price level. That is, if the aggregate price level rises by
20%, the quantity of money demanded at any given interest rate, such as r1 in
Figure 28.2, also rises by 20%—the movement from M1 to M2. Why? Because if
the price of everything rises by 20%, it takes 20% more money to buy the same
basket of goods and services. And if the aggregate price level falls by 20%, at any
given interest rate the quantity of money demanded falls by 20%—shown by the
movement from M1 to M3 at the interest rate r1. As we’ll see later, the fact that
money demand is proportional to the price level has important implications for
the long -run effects of monetary policy.

Changes in Real GDP Households and firms hold money as a way to facilitate
purchases of goods and services. The larger the quantity of goods and services
they buy, the larger the quantity of money they will want to hold at any given in-
terest rate. So an increase in real GDP—the total quantity of goods and services
produced and sold in the economy—shifts the money demand curve rightward.
A fall in real GDP shifts the money demand curve leftward.

Changes in Technology There was a time, not so long ago, when withdraw-
ing cash from a bank account required a visit during the bank’s hours of 
operation. And since most people tried to do their banking during lunch

hour, they often found themselves standing in line. So people limited the number of
times they needed to withdraw funds by keeping substantial amounts of cash on
hand. Not surprisingly, this tendency diminished greatly with the advent of ATMs
in the 1970s. As a result, the demand for money fell and the money demand curve
shifted leftward.

These events illustrate how changes in technology can affect the demand for
money. In general, advances in information technology have tended to reduce the
demand for money by making it easier for the public to make purchases without
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f i g u r e 28.2

Increases and Decreases in
the Demand for Money
A rise in money demand shifts the money de-
mand curve to the right, from MD1 to MD2, and
the quantity of money demanded rises at any
given interest rate. A fall in money demand
shifts the money demand curve to the left, from
MD1 to MD3, and the quantity of money de-
manded falls at any given interest rate.

Quantity
of money

A rise in money demand
shifts the money demand
curve to the right.

MD1
MD2MD3

Interest
rate, r

M3 M1

r1

M2

A fall in money demand
shifts the money demand
curve to the left.

A re-creation of a McDonald’s in the
1950s at the Ford Museum in Detroit,
Michigan
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holding significant sums of money. ATMs are
only one example of how changes in
technology have altered the de-
mand for money. The ability of
stores to process credit card and
debit card transactions via the In-
ternet has widened their accept-
ance and similarly reduced the
demand for cash.

Changes in Institutions Changes in
institutions can increase or decrease the
demand for money. For example, until Regu-
lation Q was eliminated in 1980, U.S. banks weren’t allowed to offer interest on check-
ing accounts. So the interest you would forgo by holding funds in a checking account
instead of an interest -bearing asset made the opportunity cost of holding funds in
checking accounts very high. When banking regulations changed, allowing banks to
pay interest on checking account funds, the demand for money rose and shifted the
money demand curve to the right.

Money and Interest Rates
The Federal Open Market Committee decided today to lower its target for the federal funds rate 75
basis points to 21⁄4 percent.

Recent information indicates that the outlook for economic activity has weakened further. Growth
in consumer spending has slowed and labor markets have softened. Financial markets remain under
considerable stress, and the tightening of credit conditions and the deepening of the housing contraction
are likely to weigh on economic growth over the next few quarters.

So read the beginning of a press release from the Federal Reserve issued on March 18,
2008. (A basis point is equal to 0.01 percentage point. So the statement implies that the
Fed lowered the target from 3% to 2.25%.) The federal funds rate is the rate at which banks
lend reserves to each other to meet the required reserve ratio. As the statement implies, at
each of its eight -times -a -year meetings, the Federal Open Market Committee sets a target
value for the federal funds rate. It’s then up to Fed officials to achieve that target. This is
done by the Open Market Desk at the Federal Reserve Bank of New York, which buys and
sells short -term U.S. government debt, known as Treasury bills, to achieve that target.

As we’ve already seen, other short -term interest rates, such as the rates on CDs, move
with the federal funds rate. So when the Fed reduced its target for the federal funds rate
from 3% to 2.25% in March 2008, many other short -term interest rates also fell by
about three -quarters of a percentage point.

How does the Fed go about achieving a target federal funds rate? And more to the
point, how is the Fed able to affect interest rates at all?

The Equilibrium Interest Rate
Recall that, for simplicity, we’ve assumed that there is only one interest rate paid on
nonmonetary financial assets, both in the short run and in the long run. To under-
stand how the interest rate is determined, consider Figure 28.3 on the next page, which
illustrates the liquidity preference model of the interest rate; this model says that
the interest rate is determined by the supply and demand for money in the market for
money. Figure 28.3 combines the money demand curve, MD, with the money supply
curve, MS, which shows how the quantity of money supplied by the Federal Reserve
varies with the interest rate.

The Federal Reserve can increase or decrease the money supply: it usually does this
through open-market operations, buying or selling Treasury bills, but it can also lend via
the discount window or change reserve requirements. Let’s assume for simplicity that the
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According to the liquidity preference

model of the interest rate, the interest

rate is determined by the supply and demand

for money. 

The money supply curve shows how the

quantity of money supplied varies with the

interest rate.



Fed, using one or more of these methods, simply chooses the level of the money supply
that it believes will achieve its interest rate target. Then the money supply curve is a ver-
tical line, MS in Figure 28.3, with a horizontal intercept corresponding to the money
supply chosen by the Fed, M��. The money market equilibrium is at E, where MS and MD
cross. At this point the quantity of money demanded equals the money supply, M��, lead-
ing to an equilibrium interest rate of rE.

To understand why rE is the equilibrium interest rate, consider what happens if the
money market is at a point like L, where the interest rate, rL , is below rE. At rL the public
wants to hold the quantity of money ML , an amount larger than the actual money sup-
ply, M��. This means that at point L, the public wants to shift some of its wealth out of in-
terest -bearing assets such as high-denomination CDs (which aren’t money) into money.
This has two implications. One is that the quantity of money demanded is more than the
quantity of money supplied. The other is that the quantity of interest -bearing nonmoney
assets demanded is less than the quantity supplied. So those trying to sell nonmoney as-
sets will find that they have to offer a higher interest rate to attract buyers. As a result, the
interest rate will be driven up from rL until the public wants to hold the quantity of
money that is actually available, M. That is, the interest rate will rise until it is equal to rE.

Now consider what happens if the money market is at a point such as H in Figure
28.3, where the interest rate rH is above rE. In that case the quantity of money de-
manded, MH, is less than the quantity of money supplied, M��. Correspondingly, the
quantity of interest -bearing nonmoney assets demanded is greater than the quantity
supplied. Those trying to sell interest -bearing nonmoney assets will find that they can
offer a lower interest rate and still find willing buyers. This leads to a fall in the interest
rate from rH. It falls until the public wants to hold the quantity of money that is actu-
ally available, M��. Again, the interest rate will end up at rE.

Two Models of the Interest Rate
Here we have developed what is known as the liquidity preference model of the interest
rate. In this model, the equilibrium interest rate is the rate at which the quantity of
money demanded equals the quantity of money supplied. This model is different from,
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f i g u r e 28.3

Equilibrium in the Money Market
The money supply curve, MS, is vertical at the
money supply chosen by the Federal Reserve, M––.
The money market is in equilibrium at the interest
rate rE: the quantity of money demanded by the
public is equal to M––, the quantity of money sup-
plied. At a point such as L, the interest rate, rL, is
below rE and the corresponding quantity of money
demanded, ML, exceeds the money supply, M––. In
an attempt to shift their wealth out of nonmoney in-
terest -bearing financial assets and raise their
money holdings, investors drive the interest rate up
to rE. At a point such as H, the interest rate rH is
above rE and the corresponding quantity of money
demanded, MH, is less than the money supply, M––.
In an attempt to shift out of money holdings into
nonmoney interest -bearing financial assets, in-
vestors drive the interest rate down to rE.

M
Quantity of

money

rH

rE

rL

Interest
rate, r

L
E

MD

MH ML

H

Equilibrium
interest
rate

Money supply 
chosen by the Fed 

Money supply 
curve, MS

Equilibrium
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but consistent with, another model known as the loanable funds model of the interest
rates, which is developed in the next module. In the loanable funds model, we will see
that the interest rate matches the quantity of loanable funds supplied by savers with
the quantity of loanable funds demanded for investment spending. 

M o d u l e 2 8 AP R e v i e w

Check Your Understanding 
1. Explain how each of the following would affect the quantity of

money demanded, and indicate whether each change would
cause a movement along the money demand curve or a shift of
the money demand curve.
a. Short -term interest rates rise from 5% to 30%.
b. All prices fall by 10%.
c. New wireless technology automatically charges supermarket

purchases to credit cards, eliminating the need to stop at the
cash register.

d. In order to avoid paying taxes, a vast underground economy
develops in which workers are paid their wages in cash rather
than with checks.

2. How will each of the following affect the opportunity cost or
benefit of holding cash? Explain.
a. Merchants charge a 1% fee on debit/credit card transactions

for purchases of less than $50.
b. To attract more deposits, banks raise the interest paid on

six-month CDs.
c. Real estate prices fall significantly.
d. The cost of food rises significantly.

Solutions appear at the back of the book.

Tackle the Test: Multiple-Choice Questions
1. A change in which of the following will shift the money

demand curve? 
I. the aggregate price level

II. real GDP
III. the interest rate

a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

2. Which of the following will decrease the demand for money?
a. an increase in the interest rate
b. inflation
c. an increase in real GDP
d. an increase in the availability of ATMs
e. the adoption of Regulation Q

3. What will happen to the money supply and the equilibrium
interest rate if the Federal Reserve sells Treasury securities?

Money supply Equilibrium interest rate
a. increase increase
b. decrease increase
c. increase decrease
d. decrease decrease
e. decrease no change

4. Which of the following is true regarding short-term and
long-term interest rates?
a. Short-term interest rates are always above long-term 

interest rates.
b. Short-term interest rates are always below long-term 

interest rates.
c. Short-term interest rates are always equal to long-term

interest rates.
d. Short-term interest rates are more important for

determining the demand for money.
e. Long-term interest rates are more important for

determining the demand for money.

5. The quantity of money demanded rises (that is, there is a
movement along the money demand curve) when
a. the aggregate price level increases.
b. the aggregate price level falls.
c. real GDP increases.
d. new technology makes banking easier.
e. short-term interest rates fall.
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Tackle the Test: Free-Response Questions
1. Draw three correctly labeled graphs of the money market.

Show the effect of each of the following three changes on a
separate graph.
a. The aggregate price level increases.
b. Real GDP falls.
c. There is a dramatic increase in online banking.

Answer (6 points)

1 point: The vertical axis is labeled “Interest rate” or “r” and the horizontal
axis is labeled “Quantity of money.”

1 point: Money supply is vertical and labeled.

1 point: Money demand is negatively sloped and labeled.

1 point: a. Money demand shifts right.

1 point: b. Money demand shifts left.

Quantity of
money

Interest
rate, r

MD1MD2

MS

Quantity of
money

Interest
rate, r

MD1
MD2

MS

1 point: c. Money demand shifts left.

2. Draw a correctly labeled graph showing equilibrium in the
money market. Select an interest rate below the equilibrium
interest rate and explain what occurs in the market at that
interest rate and how the market will eventually return to
equilibrium.

Quantity of
money

Interest
rate, r

MD1MD2

MS



What you will learn 
in this Module:
• How the loanable funds

market matches savers and

investors

• The determinants of supply

and demand in the loanable

funds market

• How the two models of

interest rates can be

reconciled
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Module 29
The Market for
Loanable Funds

The Market for Loanable Funds
Recall that, for the economy as a whole, savings always equals investment spending. In a
closed economy, savings is equal to national savings. In an open economy, savings is equal
to national savings plus capital inflow. At any given time, however, savers, the people with
funds to lend, are usually not the same as borrowers, the people who want to borrow to fi-
nance their investment spending. How are savers and borrowers brought together?

Savers and borrowers are matched up with one another in much the same way pro-
ducers and consumers are matched up: through markets governed by supply and de-
mand. In the circular -flow diagram, we noted that the financial markets channel the
savings of households to businesses that want to borrow in order to purchase capital
equipment. It’s now time to take a look at how those financial markets work.

The Equilibrium Interest Rate There are a large number of different financial markets
in the financial system, such as the bond market and the stock market. However, econ-
omists often work with a simplified model in which they assume that there is just one
market that brings together those who want to lend money (savers) and those who
want to borrow (firms with investment spending projects). This hypothetical market is
known as the loanable funds market. The price that is determined in the loanable
funds market is the interest rate, denoted by r. It is the return a lender receives for al-
lowing borrowers the use of a dollar for one year, calculated as a percentage of the
amount borrowed. 

Recall that in the money market, the nominal interest rate is of central importance
and always serves as the “price” measured on the vertical axis. The interest rate in the
loanable funds market can be measured in either real or nominal terms—with or with-
out the inclusion of expected inflation that makes nominal rates differ from real rates.
Investors and savers care about the real interest rate, which tells them the price paid for
the use of money aside from the amount paid to keep up with inflation. However, in
the real world neither borrowers nor lenders know what the future inflation rate will be
when they make a deal, so actual loan contracts specify a nominal interest rate rather
than a real interest rate. For this reason, and because it facilitates comparisons between

The loanable funds market is a

hypothetical market that illustrates the market

outcome of the demand for funds generated

by borrowers and the supply of funds

provided by lenders.



the money market and the loanable funds market, the figures in this section are drawn
with the vertical axis measuring the nominal interest rate for a given expected future inflation
rate. As long as the expected inflation rate is unchanged, changes in the nominal inter-
est rate also lead to changes in the real interest rate. We take up the influence of infla-
tion later in this module.

We should also note at this point that there are, in reality, many different kinds of
nominal interest rates because there are many different kinds of loans—short -term
loans, long -term loans, loans made to corporate borrowers, loans made to govern-
ments, and so on. In the interest of simplicity, we’ll ignore those differences and as-
sume that there is only one type of loan. Figure 29.1 illustrates the hypothetical
demand for loanable funds. On the horizontal axis we show the quantity of loanable
funds demanded. On the vertical axis we show the interest rate, which is the “price” of
borrowing. To see why the demand curve for loanable funds, D, slopes downward,
imagine that there are many businesses, each of which has one potential investment
project. How does a given business decide whether or not to borrow money to finance
its project? The decision depends on the interest rate the business faces and the rate of
return on its project—the profit earned on the project expressed as a percentage of its
cost. This can be expressed in a formula as:

(29-1) Rate of return = × 100

A business will want a loan when the rate of return on its project is greater than or
equal to the interest rate. So, for example, at an interest rate of 12%, only businesses
with projects that yield a rate of return greater than or equal to 12% will want a loan.
The demand curve in Figure 29.1 shows that if the interest rate is 12%, businesses will
want to borrow $150 billion (point A); if the interest rate is only 4%, businesses 
will want to borrow a larger amount, $450 billion (point B). That’s a consequence of
our assumption that the demand curve slopes downward: the lower the interest rate,
the larger the total quantity of loanable funds demanded. Why do we make that as-
sumption? Because, in reality, the number of potential investment projects that yield
at least 4% is always greater than the number that yield at least 12%.

Revenue from project–Cost of project
Cost of project
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f i g u r e 29.1

The Demand for Loanable
Funds
The demand curve for loanable funds slopes
downward: the lower the interest rate, the
greater the quantity of loanable funds demanded.
Here, reducing the interest rate from 12% to 4%
increases the quantity of loanable funds de-
manded from $150 billion to $450 billion.

450$1500

12%

4

Quantity of loanable funds 
(billions of dollars)

Interest
rate, r

Demand for loanable funds, D

B

A

The rate of return on a project is the profit

earned on the project expressed as a

percentage of its cost.
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Figure 29.2 shows the hypothetical supply of loanable funds. Again, the interest
rate plays the same role that the price plays in ordinary supply and demand analysis.
Savers incur an opportunity cost when they lend to a business; the funds could in-
stead be spent on consumption—say, a nice vacation. Whether a given individual be-
comes a lender by making funds available to borrowers depends on the interest rate
received in return. By saving your money today and earning interest on it, you are re-
warded with higher consumption in the future when your loan is repaid with interest.
So it is a good assumption that more people are willing to forgo current consumption
and make a loan when the interest rate is higher. As a result, our hypothetical supply
curve of loanable funds slopes upward. In Figure 29.2, lenders will supply $150 billion
to the loanable funds market at an interest rate of 4% (point X ); if the interest rate
rises to 12%, the quantity of loanable funds supplied will rise to $450 billion (point Y ).

The equilibrium interest rate is the interest rate at which the quantity of loanable
funds supplied equals the quantity of loanable funds demanded. As you can see in Fig-
ure 29.3 on the next page, the equilibrium interest rate, rE, and the total quantity of
lending, QE, are determined by the intersection of the supply and demand curves, at
point E. Here, the equilibrium interest rate is 8%, at which $300 billion is lent and bor-
rowed. Investment spending projects with a rate of return of 8% or more are funded;
projects with a rate of return of less than 8% are not. Correspondingly, only lenders
who are willing to accept an interest rate of 8% or less will have their offers to lend
funds accepted.

Figure 29.3 shows how the market for loanable funds matches up desired savings
with desired investment spending: in equilibrium, the quantity of funds that savers
want to lend is equal to the quantity of funds that firms want to borrow. The figure
also shows that this match -up is efficient, in two senses. First, the right investments get
made: the investment spending projects that are actually financed have higher rates of
return than those that do not get financed. Second, the right people do the saving: the
potential savers who actually lend funds are willing to lend for lower interest rates than
those who do not. The insight that the loanable funds market leads to an efficient use
of savings, although drawn from a highly simplified model, has important implica-
tions for real life. As we’ll see shortly, it is the reason that a well -functioning financial
system increases an economy’s long -run economic growth rate.

f i g u r e 29.2

The Supply of 
Loanable Funds
The supply curve for loanable funds slopes
upward: the higher the interest rate, the
greater the quantity of loanable funds sup-
plied. Here, increasing the interest rate
from 4% to 12% increases the quantity of
loanable funds supplied from $150 billion to
$450 billion.

450$1500

12%

4

Quantity of loanable funds
(billions of dollars)

Interest
rate, r

Supply of loanable funds, S

Y

X



Before we get to that, however, let’s look at how the market for loanable funds re-
sponds to shifts of demand and supply.

Shifts of the Demand for Loanable Funds The equilibrium interest rate changes
when there are shifts of the demand curve for loanable funds, the supply curve 
for loanable funds, or both. Let’s start by looking at the causes and effects of
changes in demand.

The factors that can cause the demand curve for loanable funds to shift include
the following:
■ Changes in perceived business opportunities: A change in beliefs about the rate of return on

investment spending can increase or reduce the amount of desired spending at any
given interest rate. For example, during the 1990s there was great excitement over the
business possibilities created by the Internet, which had just begun to be widely used.
As a result, businesses rushed to buy computer equipment, put fiber -optic cables in
the ground, and so on. This shifted the demand for loanable funds to the right. By
2001, the failure of many dot -com businesses led to disillusionment with technology -
related investment; this shifted the demand for loanable funds back to the left.

■ Changes in the government’s borrowing: Governments that run budget deficits are major
sources of the demand for loanable funds. As a result, changes in the budget deficit
can shift the demand curve for loanable funds. For example, between 2000 and 2003,
as the U.S. federal government went from a budget surplus to a budget deficit, net
federal borrowing went from minus $189 billion—that is, in 2000 the federal govern-
ment was actually providing loanable funds to the market because it was paying off
some of its debt—to plus $416 billion because in 2003 the government had to borrow
large sums to pay its bills. This change in the federal budget position had the effect,
other things equal, of shifting the demand curve for loanable funds to the right.

Figure 29.4 shows the effects of an increase in the demand for loanable funds. S is
the supply of loanable funds, and D1 is the initial demand curve. The initial equilib-
rium interest rate is r1. An increase in the demand for loanable funds means that the
quantity of funds demanded rises at any given interest rate, so the demand curve shifts
rightward to D2. As a result, the equilibrium interest rate rises to r2.
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f i g u r e 29.3

Equilibrium in the Loanable
Funds Market
At the equilibrium interest rate, the quantity
of loanable funds supplied equals the quan-
tity of loanable funds demanded. Here, the
equilibrium interest rate is 8%, with $300 bil-
lion of funds lent and borrowed. Investment
spending projects with a rate of return of 8%
or higher receive funding; those with a lower
rate of return do not. Lenders who demand
an interest rate of 8% or lower have their of-
fers of loans accepted; those who demand a
higher interest rate do not.

$3000

12%

8

4

Quantity of loanable funds
(billions of dollars)

Interest
rate, r

D

S

E

Projects with rate of return
8% or greater are funded.

Offers not accepted from 
lenders who demand interest 
rate of more than 8%.

Projects with rate of return
less than 8% are not funded.

Offers accepted from
lenders willing to lend at
interest rate of 8% or less.
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The fact that an increase in the demand for loanable funds leads, other things
equal, to a rise in the interest rate has one especially important implication: beyond
concern about repayment, there are other reasons to be wary of government budget
deficits. As we’ve already seen, an increase in the government’s deficit shifts the de-
mand curve for loanable funds to the right, which leads to a higher interest rate. If the
interest rate rises, businesses will cut back on their investment spending. So a rise in
the government budget deficit tends to reduce overall investment spending. Econo-
mists call the negative effect of government budget deficits on investment spending
crowding out. The threat of crowding out is a key source of concern about persistent
budget deficits.

Shifts of the Supply of Loanable Funds Like the demand for loanable funds, the sup-
ply of loanable funds can shift. Among the factors that can cause the supply of loan-
able funds to shift are the following:
■ Changes in private savings behavior: A number of factors can cause the level of private

savings to change at any given rate of interest. For example, between 2000 and 2006
rising home prices in the United States made many homeowners feel richer, making
them willing to spend more and save less. This had the effect of shifting the supply
of loanable funds to the left. The drop in home prices between 2006 and 2009 had
the opposite effect, shifting the supply of loanable funds to the right.

■ Changes in capital inflows: Capital flows into a country can change
as investors’ perceptions of that country change. For example,
Argentina experienced large capital inflows during much of the
1990s because international investors believed that economic re-
forms early in the decade had made it a safe place to put their
funds. By the late 1990s, however, there were signs of economic
trouble, and investors lost confidence, causing the inflow of
funds to dry up. As we’ve already seen, the United States has re-
ceived large capital inflows in recent years, with much of the
money coming from China and the Middle East. Those inflows
helped fuel a big increase in residential investment spending—
newly constructed homes—from 2003 to 2006. As a result of the
worldwide slump, those inflows began to trail off in 2008.
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f i g u r e 29.4

An Increase in the Demand
for Loanable Funds
If the quantity of funds demanded by borrow-
ers rises at any given interest rate, the de-
mand for loanable funds shifts rightward from
D1 to D2. As a result, the equilibrium interest
rate rises from r1 to r2.

Interest
rate, r

S

D1

D2

r1

r2

Quantity of
loanable funds

. . . leads to
a rise in the
equilibrium
interest rate.

An increase
in the demand
for loanable
funds . . .
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Crowding out occurs when a government

deficit drives up the interest rate and leads to

reduced investment spending.



Figure 29.5 shows the effects of an increase in the supply of loanable funds. D is the
demand for loanable funds, and S1 is the initial supply curve. The initial equilibrium
interest rate is r1. An increase in the supply of loanable funds means that the quantity
of funds supplied rises at any given interest rate, so the supply curve shifts rightward to
S2. As a result, the equilibrium interest rate falls to r2.

Inflation and Interest Rates Anything that shifts either the supply of loanable funds
curve or the demand for loanable funds curve changes the interest rate. Historically,
major changes in interest rates have been driven by many factors, including changes in
government policy and technological innovations that created new investment oppor-
tunities. However, arguably the most important factor affecting interest rates over
time—the reason, for example, why interest rates today are much lower than they were
in the late 1970s and early 1980s—is changing expectations about future inflation,
which shift both the supply and the demand for loanable funds.

To understand the effect of expected inflation on interest rates, recall our discus-
sion in Module 14 of the way inflation creates winners and losers—for example, the
way that high U.S. inflation in the 1970s and 1980s reduced the real value of home-
owners’ mortgages, which was good for the homeowners but bad for the banks. We
know that economists capture the effect of inflation on borrowers and lenders by dis-
tinguishing between the nominal interest rate and the real interest rate, where the distinc-
tion is as follows:

Real interest rate = Nominal interest rate − Inflation rate

The true cost of borrowing is the real interest rate, not the nominal interest rate. To
see why, suppose a firm borrows $10,000 for one year at a 10% nominal interest rate.
At the end of the year, it must repay $11,000—the amount borrowed plus the interest.
But suppose that over the course of the year the average level of prices increases by
10%, so that the real interest rate is zero. Then the $11,000 repayment has the same
purchasing power as the original $10,000 loan. In effect, the borrower has received a
zero -interest loan.

Similarly, the true payoff to lending is the real interest rate, not the nominal rate.
Suppose that a bank makes a $10,000 loan for one year at a 10% nominal interest rate.
At the end of the year, the bank receives an $11,000 repayment. But if the average level
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f i g u r e 29.5

An Increase in the Supply of
Loanable Funds
If the quantity of funds supplied by lenders
rises at any given interest rate, the supply of
loanable funds shifts rightward from S1 to S2.
As a result, the equilibrium interest rate falls
from r1 to r2.

Interest
rate, r

D

S1

S2

r1

r2

Quantity of
loanable funds

. . . leads to
a fall in the
equilibrium
interest rate.

An increase
in the supply
of loanable
funds . . .



of prices rises by 10% per year, the purchasing power of the money the bank gets back
is no more than that of the money it lent out. In effect, the bank has made a zero -
interest loan.

The expectations of borrowers and lenders about future inflation rates are normally
based on recent experience. In the late 1970s, after a decade of high inflation, borrow-
ers and lenders expected future inflation to be high. By the late 1990s, after a decade of
fairly low inflation, borrowers and lenders expected future inflation to be low. And
these changing expectations about future inflation had a strong effect on the nominal
interest rate, largely explaining why interest rates were much lower in the early years of
the twenty-first century than they were in the early 1980s.

Let’s look at how changes in the expected future rate of inflation are reflected in the
loanable funds model.

In Figure 29.6, the curves S0 and D0 show the supply and demand for loanable funds
given that the expected future rate of inflation is 0%. In that case, equilibrium is at E0

and the equilibrium nominal interest rate is 4%. Because expected future inflation is
0%, the equilibrium expected real interest rate over the life of the loan, the real interest
rate expected by borrowers and lenders when the loan is contracted, is also 4%.

Now suppose that the expected future inflation rate rises to 10%. The demand
curve for funds shifts upward to D10: borrowers are now willing to borrow as much
at a nominal interest rate of 14% as they were previously willing to borrow at 4%.
That’s because with a 10% inflation rate, a 14% nominal interest rate corresponds to
a 4% real interest rate. Similarly, the supply curve of funds shifts upward to S10:
lenders require a nominal interest rate of 14% to persuade them to lend as much as
they would previously have lent at 4%. The new equilibrium is at E10: the result of an
expected future inflation rate of 10% is that the equilibrium nominal interest rate
rises from 4% to 14%.

This situation can be summarized as a general principle, known as the Fisher effect
(after the American economist Irving Fisher, who proposed it in 1930): the expected real
interest rate is unaffected by the change in expected future inflation. According to the Fisher ef-
fect, an increase in expected future inflation drives up nominal interest rates, where
each additional percentage point of expected future inflation drives up the nominal in-
terest rate by 1 percentage point. The central point is that both lenders and borrowers
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f i g u r e 29.6

The Fisher Effect
D0 and S0 are the demand and supply curves
for loanable funds when the expected future
inflation rate is 0%. At an expected inflation
rate of 0%, the equilibrium nominal interest
rate is 4%. An increase in expected future in-
flation pushes both the demand and supply
curves upward by 1 percentage point for every
percentage point increase in expected future
inflation. D10 and S10 are the demand and
supply curves for loanable funds when the ex-
pected future inflation rate is 10%. The 10
percentage point increase in expected future
inflation raises the equilibrium nominal inter-
est rate to 14%. The expected real interest
rate remains at 4%, and the equilibrium quan-
tity of loanable funds also remains unchanged.

Quantity of 
loanable funds 

Nominal
interest 

rate Demand for loanable funds 
at 10% expected inflation 

Demand for loanable funds 
at 0% expected inflation 

Supply of loanable funds 
at 10% expected inflation 

E10

E0

S10

D10

S0

D0

14%

4

0

Supply of loanable 
funds at 0% 
expected inflation 

Q*

According to the Fisher effect, an

increase in expected future inflation 

drives up the nominal interest rate, 

leaving the expected real interest rate

unchanged.
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base their decisions on the expected real interest rate. As long as the level of inflation is
expected, it does not affect the equilibrium quantity of loanable funds or the expected
real interest rate; all it affects is the equilibrium nominal interest rate.

Reconciling the Two Interest Rate Models
In Module 28 we developed what is known as the liquidity preference model of the in-
terest rate. In that model, the equilibrium interest rate is the rate at which the quantity
of money demanded equals the quantity of money supplied. In the loanable funds
model, we see that the interest rate matches the quantity of loanable funds supplied by
savers with the quantity of loanable funds demanded for investment spending. How do
the two compare?

The Interest Rate in the Short Run
As we explained using the liquidity preference model, a fall in the interest rate leads to
a rise in investment spending, I, which then leads to a rise in both real GDP and con-
sumer spending, C. The rise in real GDP doesn’t lead only to a rise in consumer spend-
ing, however. It also leads to a rise in savings: at each stage of the multiplier process,
part of the increase in disposable income is saved. How much do savings rise? Accord-
ing to the savings–investment spending identity, total savings in the economy is always
equal to investment spending. This tells us that when a fall in the interest rate leads to
higher investment spending, the resulting increase in real GDP generates exactly
enough additional savings to match the rise in investment spending. To put it another
way, after a fall in the interest rate, the quantity of savings supplied rises exactly
enough to match the quantity of savings demanded.

Figure 29.7 shows how our two models of the interest rate are reconciled in the
short run by the links among changes in the interest rate, changes in real GDP, and

Quantity of
money

r1

r2

Interest
rate, r

E2

E1

MD1

MS2MS1

In the short run,
an increase in the
money supply reduces
the interest rate . . .

Quantity of
loanable funds

r1

r2

Interest
rate, r

E1

E2

S2

D

S1

. . . which leads to
a short-run increase
in real GDP and an
increase in the supply
of loanable funds.

(a) The Liquidity Preference Model of the Interest Rate (b) The Loanable Funds Model of the Interest Rate

Q1 Q2M2M1

The Short -run Determination of the Interest Ratef i g u r e 29.7

Panel (a) shows the liquidity preference model of the interest rate: the
equilibrium interest rate matches the money supply to the quantity of
money demanded. In the short run, the interest rate is determined in 
the money market, where an increase in the money supply, from M––1 to
M––2, pushes the equilibrium interest rate down, from r1 to r2. Panel (b)
shows the loanable funds model of the interest rate. The fall in the 

interest rate in the money market leads, through the multiplier effect, to
an increase in real GDP and savings; to a rightward shift of the supply
curve of loanable funds, from S1 to S2; and to a fall in the interest rate,
from r1 to r2. As a result, the new equilibrium interest rate in the loanable
funds market matches the new equilibrium interest rate in the money
market at r2.



changes in savings. Panel (a) represents the liquidity preference model of the interest
rate. MS1 and MD1 are the initial supply and demand curves for money. According to
the liquidity preference model, the equilibrium interest rate in the economy is the rate
at which the quantity of money supplied is equal to the quantity of money demanded
in the money market. Panel (b) represents the loanable funds model of the interest rate.
S1 is the initial supply curve and D is the demand curve for loanable funds. According
to the loanable funds model, the equilibrium interest rate in the economy is the rate at
which the quantity of loanable funds supplied is equal to the quantity of loanable
funds demanded in the market for loanable funds.

In Figure 29.7 both the money market and the market for loanable funds are initially
in equilibrium at E1 with the same interest rate, r1. You might think that this would hap-
pen only by accident, but in fact it will always be true. To see why, let’s look at what hap-
pens when the Fed increases the money supply from M��1 to M��2. This pushes the money
supply curve rightward to MS2, causing the equilibrium interest rate in the market for
money to fall to r2, and the economy moves to a short-run equilibrium at E2. What hap-
pens in panel (b), in the market for loanable funds? In the short run, the fall in the inter-
est rate due to the increase in the money supply leads to a rise in real GDP, which
generates a rise in savings through the multiplier process. This rise in savings shifts the
supply curve for loanable funds rightward, from S1 to S2, moving the equilibrium in the
loanable funds market from E1 to E2 and also reducing the equilibrium interest rate in
the loanable funds market. And we know that savings rise by exactly enough to match the
rise in investment spending. This tells us that the equilibrium rate in the loanable funds
market falls to r2, the same as the new equilibrium interest rate in the money market.

In the short run, then, the supply and demand for money determine the interest rate,
and the loanable funds market follows the lead of the money market. When a change in
the supply of money leads to a change in the interest rate, the resulting change in real
GDP causes the supply of loanable funds to change as well. As a result, the equilibrium
interest rate in the loanable funds market is the same as the equilibrium interest rate in
the money market.

Notice our use of the phrase “in the short run.” Changes in aggregate demand affect
aggregate output only in the short run. In the long run, aggregate output is equal to
potential output. So our story about how a fall in the interest rate leads to a rise in ag-
gregate output, which leads to a rise in savings, applies only to the short run. In the
long run, as we’ll see next, the determination of the interest rate is quite different be-
cause the roles of the two markets are reversed. In the long run, the loanable funds mar-
ket determines the equilibrium interest rate, and it is the market for money that
follows the lead of the loanable funds market.

The Interest Rate in the Long Run
In the short run an increase in the money supply leads to a fall in the interest rate, and
a decrease in the money supply leads to a rise in the interest rate. In the long run, how-
ever, changes in the money supply don’t affect the interest rate.

Figure 29.8 on the next page shows why. As in Figure 29.7, panel (a) shows the liq-
uidity preference model of the interest rate and panel (b) shows the supply and demand
for loanable funds. We assume that in both panels the economy is initially at E1, in
long -run macroeconomic equilibrium at potential output with the money supply
equal to M��1. The demand curve for loanable funds is D, and the initial supply curve for
loanable funds is S1. The initial equilibrium interest rate in both markets is r1.

Now suppose the money supply rises from M��1 to M��2. As we saw in Figure 29.7, this ini-
tially reduces the interest rate to r2. However, in the long run the aggregate price level will
rise by the same proportion as the increase in the money supply (due to the neutrality of
money, a topic presented in detail in the next section). A rise in the aggregate price level in-
creases money demand in the same proportion. So in the long run the money demand
curve shifts out to MD2, and the equilibrium interest rate rises back to its original level, r1.

Panel (b) of Figure 29.8 shows what happens in the market for loanable funds. We saw
earlier that an increase in the money supply leads to a short -run rise in real GDP and that
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this shifts the supply of loanable funds rightward from S1 to S2. In the long run, however,
real GDP falls back to its original level as wages and other nominal prices rise. As a result,
the supply of loanable funds, S, which initially shifted from S1 to S2, shifts back to S1.

In the long run, then, changes in the money supply do not affect the interest rate. So
what determines the interest rate in the long run—that is, what determines r1 in Figure
29.8? The answer is the supply and demand for loanable funds. More specifically, in the
long run the equilibrium interest rate is the rate that matches the supply of loanable
funds with the demand for loanable funds when real GDP equals potential output.

Quantity
of money

r1

r2

Interest
rate, r

E2

E3

E1

MD1

MD2

MS2MS1
2. . . . which raises
the interest rate back
to its original level . . .

1. In the long run, the rise in the price level
shifts the money demand curve to the right, . . .

Quantity of
loanable funds

r1

r2

Interest
rate, r

E1

E2

S2

D

S1

(a) The Liquidity Preference Model of the Interest Rate (b) The Loanable Funds Model of the Interest Rate

Q1 Q2M2M1

3. . . . reducing real 
GDP and the supply 
of loanable funds 
until aggregate 
output equals 
potential output.

The Long -run Determination of the Interest Ratef i g u r e 29.8

Panel (a) shows the liquidity preference model long-run adjustment to 
an increase in the money supply from M––1 to M––2; panel (b) shows 
the corresponding long-run adjustment in the loanable funds market. 
As we discussed in Figure 29.7, the increase in the money supply re-
duces the interest rate from r1 to r2, increases real GDP, and increases
savings in the short run. This is shown in panel (a) and panel (b) as 
the movement from E1 to E2. In the long run, however, the increase in
the money supply raises wages and other nominal prices; this shifts 

the money demand curve in panel (a) from MD1 to MD2, leading to an 
increase in the interest rate from r1 to r2 as the economy moves from 
E2 to E3. The rise in the interest rate causes a fall in real GDP and a 
fall in savings, shifting the loanable funds supply curve back to S1

from S2 and moving the loanable funds market from E2 back to E1. In 
the long run, the equilibrium interest rate is the rate that matches 
the supply and demand for loanable funds when real GDP equals 
potential output.
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Check Your Understanding 
1. Use a diagram of the loanable funds market to illustrate the

effect of the following events on the equilibrium interest rate
and quantity of loanable funds.
a. An economy is opened to international movements of

capital, and a capital inflow occurs.
b. Retired people generally save less than working people at any

interest rate. The proportion of retired people in the
population goes up.

2. Explain what is wrong with the following statement: “Savings and
investment spending may not be equal in the economy as a whole
in equilibrium because when the interest rate rises, households
will want to save more money than businesses will want to invest.”

3. Suppose that expected inflation rises from 3% to 6%.
a. How will the real interest rate be affected by this change?
b. How will the nominal interest rate be affected by this change?
c. What will happen to the equilibrium quantity of loanable

funds?

Solutions appear at the back of the book.
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Tackle the Test: Multiple-Choice Questions
1. A business will decide whether or not to borrow money to

finance a project based on a comparison of the interest rate
with the from its project.
a. expected revenue
b. profit
c. rate of return
d. cost generated
e. demand generated

2. The real interest rate equals the 
a. nominal interest rate plus the inflation rate.
b. nominal interest rate minus the inflation rate.
c. nominal interest rate divided by the inflation rate.
d. nominal interest rate times the inflation rate.
e. federal funds rate.

3. Which of the following will increase the demand for 
loanable funds?
a. a federal government budget surplus
b. an increase in perceived business opportunities

c. a decrease in the interest rate
d. positive capital inflows
e. decreased private saving rates

4. Which of the following will increase the supply of 
loanable funds?
a. an increase in perceived business opportunities
b. decreased government borrowing
c. an increased private saving rate
d. an increase in the expected inflation rate
e. a decrease in capital inflows

5. Both lenders and borrowers base their decisions on
a. expected real interest rates.
b. expected nominal interest rates.
c. real interest rates.
d. nominal interest rates.
e. Nominal interest rates minus real interest rates.

Tackle the Test: Free-Response Questions
1. Draw a correctly labeled graph showing equilibrium in the

loanable funds market. 

Answer (6 points)

1 point: Vertical axis labeled “Interest rate” or “r”

1 point: Horizontal axis labeled “Quantity of loanable funds”

1 point: Downward sloping demand curve for loanable funds (labeled)

1 point: Upward sloping supply curve for loanable funds (labeled)

1 point: Equilibrium quantity of loanable funds shown on horizontal axis below
where curves intersect

1 point: Equilibrium interest rate shown on vertical axis across from where
curves intersect

Quantity of loanable funds

Interest
rate, r

D

S

E

QE

rE

2. Does each of the following affect either the supply or the
demand for loanable funds, and if so, does the affected curve
increase (shift to the right) or decrease (shift to the left)?    
a. There is an increase in capital inflows into the economy.
b. Businesses are pessimistic about future business conditions.
c. The government increases borrowing.
d. The private savings rate decreases.
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Summary

1. Investment in physical capital is necessary for long -run
economic growth. So in order for an economy to grow,
it must channel savings into investment spending.

2. According to the savings–investment spending iden-
tity, savings and investment spending are always equal
for the economy as a whole. The government is a source
of savings when it runs a positive budget balance, also
known as a budget surplus; it is a source of dissavings
when it runs a negative budget balance, also known as a
budget deficit. In a closed economy, savings is equal to
national savings, the sum of private savings plus the
budget balance. In an open economy, savings is equal to
national savings plus capital inflow of foreign savings.
When a capital outflow, or negative capital inflow, oc-
curs, some portion of national savings is funding invest-
ment spending in other countries.

3. Households invest their current savings or wealth—
their accumulated savings—by purchasing assets. Assets
come in the form of either a financial asset, a paper
claim that entitles the buyer to future income from the
seller, or a physical asset, a claim on a tangible object
that gives the owner the right to dispose of it as desired.
A financial asset is also a liability from the point of
view of its seller. There are four main types of financial
assets: loans, bonds, stocks, and bank deposits. Each of
them serves a different purpose in addressing the three
fundamental tasks of a financial system: reducing
transaction costs—the cost of making a deal; reducing
financial risk—uncertainty about future outcomes that
involves financial gains and losses; and providing liq-
uid assets—assets that can be quickly converted into
cash without much loss of value (in contrast to illiquid
assets, which are not easily converted).

4. Although many small and moderate -size borrowers use
bank loans to fund investment spending, larger compa-
nies typically issue bonds. Bonds with a higher risk of
default must typically pay a higher interest rate. Busi-
ness owners reduce their risk by selling stock. Although
stocks usually generate a higher return than bonds, in-
vestors typically wish to reduce their risk by engaging in
diversification, owning a wide range of assets whose
returns are based on unrelated, or independent, events.
Most people are risk -averse, viewing the loss of a given
amount of money as a significant hardship but viewing
the gain of an equal amount of money as a much less
significant benefit. Loan-backed securities, a recent
innovation, are assets created by pooling individual
loans and selling shares of that pool to investors. Be-
cause they are more diversified and more liquid than in-
dividual loans, trading on financial markets like bonds,

they are preferred by investors. It can be difficult, how-
ever, to assess their quality.

5. Financial intermediaries—institutions such as mutual
funds, pension funds, life insurance companies, and
banks—are critical components of the financial system.
Mutual funds and pension funds allow small investors
to diversify and life insurance companies allow families
to reduce risk.

6. A bank allows individuals to hold liquid bank deposits
that are then used to finance illiquid loans. Banks can per-
form this mismatch because on average only a small frac-
tion of depositors withdraw their savings at any one time.
Banks are a key ingredient in long -run economic growth.

7. Money is any asset that can easily be used to purchase
goods and services. Currency in circulation and
checkable bank deposits are both considered part of
the money supply. Money plays three roles: it is a
medium of exchange used for transactions, a store of
value that holds purchasing power over time, and a
unit of account in which prices are stated.

8. Over time, commodity money, which consists of goods
possessing value aside from their role as money, such as
gold and silver coins, was replaced by commodity -
backed money, such as paper currency backed by gold.
Today the dollar is pure fiat money, whose value de-
rives solely from its official role.

9. The Federal Reserve calculates two measures of the
money supply. M1 is the narrowest monetary aggre-
gate; it contains only currency in circulation, traveler’s
checks, and checkable bank deposits. M2 includes a
wider range of assets called near -moneys, mainly other
forms of bank deposits, that can easily be converted
into checkable bank deposits.

10. In order to evaluate a project in which costs or benefits
are realized in the future, you must first transform
them into their present values using the interest rate,
r. The present value of $1 realized one year from now is
$1/(1 + r), the amount of money you must lend out
today to have $1 one year from now. Once this transfor-
mation is done, you should choose the project with the
highest net present value.

11. Banks allow depositors immediate access to their funds,
but they also lend out most of the funds deposited in
their care. To meet demands for cash, they maintain
bank reserves composed of both currency held in
vaults and deposits at the Federal Reserve. The reserve
ratio is the ratio of bank reserves to bank deposits. A 
T-account summarizes a bank’s financial position, with
loans and reserves counted as assets, and deposits
counted as liabilities.

S e c t i o n 5 Review
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12. Banks have sometimes been subject to bank runs, most
notably in the early 1930s. To avert this danger, deposi-
tors are now protected by deposit insurance, bank
owners face capital requirements that reduce the incen-
tive to make overly risky loans with depositors’ funds,
and banks must satisfy reserve requirements, a legally
mandated required reserve ratio.

13. When currency is deposited in a bank, it starts a multi-
plier process in which banks lend out excess reserves,
leading to an increase in the money supply—so banks
create money. If the entire money supply consisted of
checkable bank deposits, the money supply would be
equal to the value of reserves divided by the reserve
ratio. In reality, much of the monetary base consists of
currency in circulation, and the money multiplier is
the ratio of the money supply to the monetary base.

14. In response to the Panic of 1907, the Fed was created to
centralize holding of reserves, inspect banks’ books, and
make the money supply sufficiently responsive to vary-
ing economic conditions.

15. The Great Depression sparked widespread bank runs 
in the early 1930s, which greatly worsened and length-
ened the depth of the Depression. Federal deposit insur-
ance was created, and the government recapitalized
banks by lending to them and by buying shares of
banks. By 1933, banks had been separated into two 
categories: commercial (covered by deposit insurance)
and investment (not covered). Public acceptance of de-
posit insurance finally stopped the bank runs of the
Great Depression.

16. The savings and loan (thrift) crisis of the 1980s 
arose because insufficiently regulated S&Ls engaged in
overly risky speculation and incurred huge losses. De-
positors in failed S&Ls were compensated with taxpayer
funds because they were covered by deposit insurance.
However, the crisis caused steep losses in the financial
and real estate sectors, resulting in a recession in the
early 1990s.

17. During the mid -1990s, the hedge fund LTCM used
huge amounts of leverage to speculate in global finan-
cial markets, incurred massive losses, and collapsed.
LTCM was so large that, in selling assets to cover its
losses, it caused balance sheet effects for firms around
the world, leading to the prospect of a vicious cycle of
deleveraging. As a result, credit markets around the
world froze. The New York Fed coordinated a private
bailout of LTCM and revived world credit markets.

18. Sub prime lending during the U.S. housing bubble of
the mid -2000s spread through the financial system via
securitization. When the bubble burst, massive losses
by banks and nonbank financial institutions led to
widespread collapse in the financial system. To prevent
another Great Depression, the Fed and the U.S. Treas-
ury expanded lending to bank and nonbank institu-
tions, provided capital through the purchase of bank

shares, and purchased private debt. Because much of
the crisis originated in nontraditional bank institu-
tions, the crisis of 2008 raised the question of whether a
wider safety net and broader regulation were needed in
the financial sector.

19. The monetary base is controlled by the Federal Reserve,
the central bank of the United States. The Fed regu-
lates banks and sets reserve requirements. To meet
those requirements, banks borrow and lend reserves in
the federal funds market at the federal funds rate.
Through the discount window facility, banks can bor-
row from the Fed at the discount rate.

20. Open -market operations by the Fed are the principal
tool of monetary policy: the Fed can increase or reduce
the monetary base by buying U.S. Treasury bills from
banks or selling U.S. Treasury bills to banks.

21. The money demand curve arises from a trade -off be-
tween the opportunity cost of holding money and the
liquidity that money provides. The opportunity cost of
holding money depends on short -term interest rates,
not long -term interest rates. Changes in the aggregate
price level, real GDP, technology, and institutions shift
the money demand curve.

22. According to the liquidity preference model of the in-
terest rate, the interest rate is determined in the money
market by the money demand curve and the money
supply curve. The Federal Reserve can change the inter-
est rate in the short run by shifting the money supply
curve. In practice, the Fed uses open -market operations
to achieve a target federal funds rate, which other short-
term interest rates generally follow.

23. The hypothetical loanable funds market shows how
loans from savers are allocated among borrowers with
investment spending projects. In equilibrium, only
those projects with a rate of return greater than or
equal to the equilibrium interest rate will be funded. By
showing how gains from trade between lenders and bor-
rowers are maximized, the loanable funds market shows
why a well -functioning financial system leads to greater
long -run economic growth. Government budget deficits
can raise the interest rate and can lead to crowding out
of investment spending. Changes in perceived business
opportunities and in government borrowing shift the
demand curve for loanable funds; changes in private
savings and capital inflows shift the supply curve.

24. Because neither borrowers nor lenders can know the fu-
ture inflation rate, loans specify a nominal interest rate
rather than a real interest rate. For a given expected fu-
ture inflation rate, shifts of the demand and supply
curves of loanable funds result in changes in the under-
lying real interest rate, leading to changes in the nomi-
nal interest rate. According to the Fisher effect, an
increase in expected future inflation raises the nominal
interest rate one-to-one so that the expected real inter-
est rate remains unchanged.
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1. Given the following information about the closed economy of
Brittania, what is the level of investment spending and private
savings, and what is the budget balance? What is the relation-
ship among investment spending, private savings, and the
budget balance? Is national savings equal to investment spend-
ing? There are no government transfers.

GDP = $1,000 million T = $50 million

C = $850 million G = $100 million

2. Which of the following are examples of investment spending,
investing in financial assets, or investing in physical assets?

a. Rupert Moneybucks buys 100 shares of existing Coca -Cola
stock.

b. Rhonda Moviestar spends $10 million to buy a mansion
built in the 1970s.

c. Ronald Basketballstar spends $10 million to build a new
mansion with a view of the Pacific Ocean.

d. Rawlings builds a new plant to make catcher’s mitts.

e. Russia buys $100 million in U.S. government bonds.

3. Explain how a well-functioning financial system increases sav-
ings and investment spending, holding the budget balance and
any capital flows fixed.

4. What are the important types of financial intermediaries in
the U.S. economy? What are the primary assets of these inter-
mediaries, and how do they facilitate investment spending
and saving?

5. For each of the following transactions, what is the initial effect
(increase or decrease) on M1? or M2?

a. You sell a few shares of stock and put the proceeds into
your savings account.

b. You sell a few shares of stock and put the proceeds into
your checking account.

c. You transfer money from your savings account to your
checking account.

d. You discover $0.25 under the floor mat in your car and de-
posit it in your checking account.

e. You discover $0.25 under the floor mat in your car and de-
posit it in your savings account.

6. There are three types of money: commodity money, commodity -
backed money, and fiat money. Which type of money is used in
each of the following situations?

a. Bottles of rum were used to pay for goods in colonial 
Australia.
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b. Salt was used in many European countries as a medium of
exchange.

c. For a brief time, Germany used paper money (the “Rye
Mark”) that could be redeemed for a certain amount of rye,
a type of grain.

d. The town of Ithaca, New York, prints its own currency,
Ithaca HOURS, which can be used to purchase local goods
and services.

7. Indicate whether each of the following is part of M1, M2, or
neither:

a. $95 on your campus meal card

b. $0.55 in the change cup of your car

c. $1,663 in your savings account

d. $459 in your checking account

e. 100 shares of stock worth $4,000

f. a $1,000 line of credit on your Sears credit card

8. You have won the state lottery. There are two ways in which
you can receive your prize. You can either have $1 million in
cash now, or you can have $1.2 million that is paid out as fol-
lows: $300,000 now, $300,000 in one year’s time, $300,000 in
two years’ time, and $300,000 in three years’ time. The interest
rate is 20%. How would you prefer to receive your prize?

9. The drug company Pfizer is considering whether to invest in
the development of a new cancer drug. Development will re-
quire an initial investment of $10 million now; beginning one
year from now, the drug will generate annual profits of $4 mil-
lion for three years.

a. If the interest rate is 12%, should Pfizer invest in the devel-
opment of the new drug? Why or why not?

b. If the interest rate is 8%, should Pfizer invest in the develop-
ment of the new drug? Why or why not?

10. Tracy Williams deposits $500 that was in her sock drawer into
a checking account at the local bank.

a. How does the deposit initially change the T-account of the
local bank? How does it change the money supply?

b. If the bank maintains a reserve ratio of 10%, how will it re-
spond to the new deposit?

c. If every time the bank makes a loan, the loan results in a
new checkable bank deposit in a different bank equal to the
amount of the loan, by how much could the total money
supply in the economy expand in response to Tracy’s initial
cash deposit of $500?

d. If every time the bank makes a loan, the loan results in a
new checkable bank deposit in a different bank equal to the
amount of the loan and the bank maintains a reserve ratio
of 5%, by how much could the money supply expand in re-
sponse to an initial cash deposit of $500?

11. Ryan Cozzens withdraws $400 from his checking account at
the local bank and keeps it in his wallet.

a. How will the withdrawal change the T-account of the local
bank and the money supply?

b. If the bank maintains a reserve ratio of 10%, how will the
bank respond to the withdrawal? Assume that the bank re-
sponds to insufficient reserves by reducing the amount of

deposits it holds until its level of reserves satisfies its re-
quired reserve ratio. The bank reduces its deposits by calling
in some of its loans, forcing borrowers to pay back these
loans by taking cash from their checking deposits (at the
same bank) to make repayment.

c. If every time the bank decreases its loans, checkable bank
deposits fall by the amount of the loan, by how much will
the money supply in the economy contract in response to
Ryan’s withdrawal of $400?

d. If every time the bank decreases its loans, checkable 
bank deposits fall by the amount of the loan and the 
bank maintains a reserve ratio of 20%, by how much 
will the money supply contract in response to a with-
drawal of $400?

12. In Westlandia, the public holds 50% of M1 in the form of cur-
rency, and the required reserve ratio is 20%. Estimate how
much the money supply will increase in response to a new cash
deposit of $500 by completing the accompanying table. (Hint:
The first row shows that the bank must hold $100 in mini-
mum reserves—20% of the $500 deposit—against this deposit,
leaving $400 in excess reserves that can be loaned out. How-
ever, since the public wants to hold 50% of the loan in cur-
rency, only $400 × 0.5 = $200 of the loan will be deposited in
round 2 from the loan granted in round 1.) How does your an-
swer compare to an economy in which the total amount of the
loan is deposited in the banking system and the public doesn’t
hold any of the loan in currency? What does this imply about
the relationship between the public’s desire for holding cur-
rency and the money multiplier? 

13. What will happen to the money supply under the following cir-
cumstances in a checkable-deposits-only system?

a. The required reserve ratio is 25%, and a depositor withdraws
$700 from his checkable bank deposit.

b. The required reserve ratio is 5%, and a depositor withdraws
$700 from his checkable bank deposit.

c. The required reserve ratio is 20%, and a customer deposits
$750 to her checkable bank deposit.

d. The required reserve ratio is 10%, and a customer deposits
$600 to her checkable bank deposit.

Section 5  Summary

Required Excess Held as
Round Deposits reserves reserves Loans currency

1 $500.00 $100.00 $400.00 $400.00 $200.00

2 200.00 ? ? ? ?

3 ? ? ? ? ?

4 ? ? ? ? ?

5 ? ? ? ? ?

6 ? ? ? ? ?

7 ? ? ? ? ?

8 ? ? ? ? ?

9 ? ? ? ? ?

10 ? ? ? ? ?

Total after
10 rounds ? ? ? ? ?
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14. Although the U.S. Federal Reserve doesn’t use changes in re-
serve requirements to manage the money supply, the central
bank of Albernia does. The commercial banks of Albernia
have $100 million in reserves and $1,000 million in checkable
deposits; the initial required reserve ratio is 10%. The commer-
cial banks follow a policy of holding no excess reserves. The
public holds no currency, only checkable deposits in the bank-
ing system.

a. How will the money supply change if the required reserve
ratio falls to 5%?

b. How will the money supply change if the required reserve
ratio rises to 25%?

15. Using Figure 26.1 find the Federal Reserve district in which
you live. Go to http://www.federalreserve.gov/bios/pres.
htm, and click on your district to identify the president 
of the Federal Reserve Bank in your district. Go to
http://www.federalreserve.gov/fomc/ and determine if the
president of the Fed is currently a voting member of the Fed-
eral Open Market Committee (FOMC).

16. The Congressional Research Service estimates that at least $45
million of counterfeit U.S. $100 notes produced by the North
Korean government are in circulation.

a. Why do U.S. taxpayers lose because of North Korea’s 
counterfeiting?

b. As of September 2008, the interest rate earned on one-
year U.S. Treasury bills was 2.2%. At a 2.2% rate of inter-
est, what is the amount of money U.S. taxpayers are
losing per year because of these $45 million in 
counterfeit notes?

17. The accompanying figure shows new U.S. housing starts, in
thousands of units per month, between January 1980 and Sep-
tember 2008. The graph shows a large drop in new housing
starts in 1984–1991 and 2006–2008. New housing starts are re-
lated to the availability of mortgages.

a. What caused the drop in new housing starts in 1984–1991?

b. What caused the drop in new housing starts in 2006–2008?

c. How could better regulation of financial institutions have
prevented these two occurrences?
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Source: Federal Reserve Bank of St. Louis.

18. Use the market for loanable funds shown in the accompany-
ing diagram to explain what happens to private savings, pri-
vate investment spending, and the rate of interest if the
following events occur. Assume that there are no capital in-
flows or outflows.

a. The government reduces the size of its deficit to zero.

b. At any given interest rate, consumers decide to save more.
Assume the budget balance is zero.

c. At any given interest rate, businesses become very optimistic
about the future profitability of investment spending. As-
sume the budget balance is zero.

19. The government is running a budget balance of zero when it
decides to increase education spending by $200 billion and 
finance the spending by selling bonds. The accompanying dia-
gram shows the market for loanable funds before the govern-
ment sells the bonds. Assume that there are no capital inflows
or outflows. How will the equilibrium interest rate and the
equilibrium quantity of loanable funds change? Is there any
crowding out in the market?

20. In 2006, Congress estimated that the cost of the Iraq War was
approximately $100 billion a year. Since the U.S. government
was running a budget deficit at the time, assume that the war
was financed by government borrowing, which increases the
demand for loanable funds without affecting supply. This
question considers the likely effect of this government expen-
diture on the interest rate.

a. Draw typical demand (D1) and supply (S1) curves for
loanable funds without the cost of the war accounted 
for. Label the vertical axis “Interest rate” and the 
horizontal axis “Quantity of loanable funds.” Label 
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the equilibrium point (E1) and the equilibrium interest
rate (r1).

b. Now consider a new diagram with the cost of the war in-
cluded in the analysis. Shift the demand curve in the appro-
priate direction. Label the new equilibrium point (E2) and
the new equilibrium interest rate (r2).

c. How does the equilibrium interest rate change in response
to government expenditure on the war? Explain.

21. How would you respond to a friend who claims that the gov-
ernment should eliminate all purchases that are financed by
borrowing because such borrowing crowds out private invest-
ment spending?

22. Boris Borrower and Lynn Lender agree that Lynn will 
lend Boris $10,000 and that Boris will repay the $10,000
with interest in one year. They agree to a nominal interest
rate of 8%, reflecting a real interest rate of 3% on the loan
and a commonly shared expected inflation rate of 5% over
the next year.

a. If the inflation rate is actually 4% over the next year, how
does that lower-than-expected inflation rate affect Boris
and Lynn? Who is better off?

b. If the actual inflation rate is 7% over the next year, how does
that affect Boris and Lynn? Who is better off?

23. Using the accompanying diagram, explain what will happen
to the market for loanable funds when there is a fall of 

2 percentage points in the expected future inflation rate.
How will the change in the expected future inflation rate af-
fect the equilibrium quantity of loanable funds?

24. Using a figure similar to Figure 29.7, explain how the money
market and the loanable funds market react to a reduction in
the money supply in the short run.

25. Contrast the short-run effects of an increase in the money sup-
ply on the interest rate to the long-run effects of an increase in
the money supply on the interest rate. Which market deter-
mines the interest rate in the short run? Which market does so
in the long run? What are the implications of your answers for
the effectiveness of monetary policy in influencing real GDP in
the short run and the long run?
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Jim Cramer’s Mad Money is one of the most popular shows
on CNBC, a cable TV network that specializes in business
and financial news. Cramer, who mostly offers investment
advice, is known for his sense of showmanship. But few
viewers were prepared for his outburst on August 3, 2007,
when he began screaming about what he saw as inadequate
action from the Federal Reserve: 

“Bernanke is being an academic! It is no time to be an
academic. . . . He has no idea how bad it is out there.
He has no idea! He has no idea! . . . and Bill Poole? Has
no idea what it’s like out there! . . . They’re nuts! They
know nothing! . . . The Fed is asleep! Bill Poole is a
shame! He’s shameful!!”

Who are Bernanke and Bill
Poole? In the previous chapter we
described the role of the Federal Re-
serve System, the U.S. central bank.
At the time of Cramer’s tirade, Ben
Bernanke, a former Princeton pro-
fessor of economics, was the chair
of the Fed’s Board of Governors,
and William Poole, also a former
economics professor, was the presi-
dent of the Federal Reserve Bank of
St. Louis. Both men, because of
their positions, are members of the
Federal Open Market Committee,
which meets eight times a year to
set monetary policy. In August
2007, Cramer was crying out for the
Fed to change monetary policy in
order to address what he perceived
to be a growing financial crisis.

Why was Cramer screaming at the Federal Reserve
rather than, say, the U.S. Treasury—or, for that matter, the
president? The answer is that the Fed’s control of mone-
tary policy makes it the first line of response to macroeco-
nomic difficulties—very much including the financial crisis
that had Cramer so upset. Indeed, within a few weeks the
Fed swung into action with a dramatic reversal of its previ-
ous policies.

In Section 4, we developed the aggregate demand 
and supply model and introduced the use of fiscal policy
to stabilize the economy. In Section 5, we introduced
money, banking, and the Federal Reserve System, and

began to look at how monetary
policy is used to stabilize the
economy. In this section, we
use the models introduced in
Sections 4 and 5 to further 
develop our understanding of
stabilization policies (both fis-
cal and monetary), including
their long-run effects on the
economy. In addition, we intro-
duce the Phillips curve—a
short-run trade-off between
unexpected inflation and un-
employment—and investigate
the role of expectations in the
economy. We end the section
with a brief summary of the
history of macroeconomic
thought and how the modern
consensus view of stabilization
policy has developed. 
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In August 2007, an agitated Jim Cramer demanded
that the Fed do something to address the growing 
financial crisis. 



What you will learn 
in this Module:
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• Why governments calculate

the cyclically adjusted

budget balance

• Why a large public debt may

be a cause for concern

• Why implicit liabilities of the

government are also a cause

for concern

Module 30
Long-run Implications
of Fiscal Policy: Deficits
and the Public Debt
In Module 20 we discussed how discretionary fiscal policy can be used to stabilize the
economy in the short run. During a recession, an expansionary fiscal policy—raising
government spending, lowering taxes, or both—can be used to shift the aggregate de-
mand curve to the right. And when there are inflationary pressures in the economy, a
contractionary fiscal policy—lowering government spending, raising taxes, or both—
can be used to shift the aggregate demand curve to the left. But how do these policies
affect the economy over a longer period of time? In this module we will look at some of
the long-term effects of fiscal policy, including budget balance, debt, and liabilities. 

The Budget Balance
Headlines about the government’s budget tend to focus on just one point: whether the
government is running a budget surplus or a budget deficit and, in either case, how big.
People usually think of surpluses as good: when the federal government ran a record
surplus in 2000, many people regarded it as a cause for celebration. Conversely, people
usually think of deficits as bad: when the Congressional Budget Office projected a
record federal deficit for 2009, many people regarded it as a cause for concern.

How do surpluses and deficits fit into the analysis of fiscal policy? Are deficits ever a
good thing and surpluses a bad thing? To answer those questions, let’s look at the
causes and consequences of surpluses and deficits.

The Budget Balance as a Measure of Fiscal Policy
What do we mean by surpluses and deficits? The budget balance, which we have previ-
ously defined, is the difference between the government’s tax revenue and its spending,
both on goods and services and on government transfers, in a given year. That is, the
budget balance—savings by government—is defined by Equation 30-1:

(30-1) SGovernment = T − G − TR



where T is the value of tax revenues, G is government purchases of goods and services,
and TR is the value of government transfers. A budget surplus is a positive budget bal-
ance, and a budget deficit is a negative budget balance.

Other things equal, expansionary fiscal policies—increased government purchases of
goods and services, higher government transfers, or lower taxes—reduce the budget bal-
ance for that year. That is, expansionary fiscal policies make a budget surplus smaller or a
budget deficit bigger. Conversely, contractionary fiscal policies—reduced government pur-
chases of goods and services, lower government transfers, or higher taxes—increase the
budget balance for that year, making a budget surplus bigger or a budget deficit smaller.

You might think this means that changes in the budget balance can be used to
measure fiscal policy. In fact, economists often do just that: they use changes in the
budget balance as a “quick - and - dirty” way to assess whether current fiscal policy is ex-
pansionary or contractionary. But they always keep in mind two reasons this quick -
and - dirty approach is sometimes misleading:
■ Two different changes in fiscal policy that have equal-size effects on the budget bal-

ance may have quite unequal effects on the economy. As we have already seen,
changes in government purchases of goods and services have a larger effect on real
GDP than equal - size changes in taxes and government transfers.

■ Often, changes in the budget balance are themselves the result, not the cause, of
fluctuations in the economy.

To understand the second point, we need to examine the effects of the business cycle
on the budget.

The Business Cycle and the Cyclically Adjusted
Budget Balance
Historically, there has been a strong relationship between the federal government’s
budget balance and the business cycle. The budget tends to move into deficit when the
economy experiences a recession, but deficits tend to get smaller or even turn into sur-
pluses when the economy is expanding. Figure 30.1 shows the federal budget deficit as
a percentage of GDP from 1970 to 2009. Shaded areas indicate recessions; unshaded
areas indicate expansions. As you can see, the federal budget deficit increased around
the time of each recession and usually declined during expansions. In fact, in the late
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f i g u r e 30.1

The U.S. Federal
Budget Deficit and
the Business Cycle
The budget deficit as a percent-
age of GDP tends to rise during
recessions (indicated by shaded
areas) and fall during expansions.
Source: Bureau of Economic Analysis;
National Bureau of Economic Research.
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stages of the long expansion from 1991 to 2000, the deficit actually became negative—
the budget deficit became a budget surplus.

The relationship between the business cycle and the budget balance is even clearer if
we compare the budget deficit as a percentage of GDP with the unemployment rate, as
we do in Figure 30.2. The budget deficit almost always rises when the unemployment
rate rises and falls when the unemployment rate falls.

Is this relationship between the business cycle and the budget balance evidence that
policy makers engage in discretionary fiscal policy? Not necessarily. It is largely auto-
matic stabilizers that drive the relationship shown in Figure 30.2. As we learned in the
discussion of automatic stabilizers in Module 21, government tax revenue tends to rise
and some government transfers, like unemployment benefit payments, tend to fall
when the economy expands. Conversely, government tax revenue tends to fall and
some government transfers tend to rise when the economy contracts. So the budget
tends to move toward surplus during expansions and toward deficit during recessions
even without any deliberate action on the part of policy makers.

In assessing budget policy, it’s often useful to separate movements in the budget
balance due to the business cycle from movements due to discretionary fiscal policy
changes. The former are affected by automatic stabilizers and the latter by deliberate
changes in government purchases, government transfers, or taxes. It’s important to re-
alize that business - cycle effects on the budget balance are temporary: both recessionary
gaps (in which real GDP is below potential output) and inflationary gaps (in which real
GDP is above potential output) tend to be eliminated in the long run. Removing their
effects on the budget balance sheds light on whether the government’s taxing and
spending policies are sustainable in the long run. In other words, do the government’s
tax policies yield enough revenue to fund its spending in the long run? As we’ll learn
shortly, this is a fundamentally more important question than whether the govern-
ment runs a budget surplus or deficit in the current year.

To separate the effect of the business cycle from the effects of other factors, many
governments produce an estimate of what the budget balance would be if there were
neither a recessionary nor an inflationary gap. The cyclically adjusted budget balance
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f i g u r e 30.2

The U.S. Federal
Budget Deficit and
the Unemployment
Rate
There is a close relationship be-
tween the budget balance and
the business cycle: a recession
moves the budget balance to-
ward deficit, but an expansion
moves it toward surplus. Here,
the unemployment rate serves
as an indicator of the business
cycle, and we should expect to
see a higher unemployment
rate associated with a higher
budget deficit. This is confirmed
by the figure: the budget deficit
as a percentage of GDP moves
closely in tandem with the un-
employment rate.
Source: Bureau of Economic Analysis;
Bureau of Labor Statistics.

10%
8
6
4
2
0
–2
–4

12%

10

8

6

4

2

Budget
deficit

(percent
of GDP)

Unemployment
rate

(percent)

Year
19
75

19
70

19
80

19
85

19
90

19
95

20
00

20
09

20
05

Budget deficit

Unemployment rate

The cyclically adjusted budget balance

is an estimate of what the budget balance

would be if real GDP were exactly equal to

potential output.



is an estimate of what the budget balance would be if real GDP were exactly equal to po-
tential output. It takes into account the extra tax revenue the government would collect
and the transfers it would save if a recessionary gap were eliminated—or the revenue the
government would lose and the extra transfers it would make if an inflationary gap
were eliminated.

Figure 30.3 shows the actual budget deficit and the Congressional Budget Office es-
timate of the cyclically  adjusted budget deficit, both as a percentage of GDP, since
1970. As you can see, the cyclically adjusted budget deficit doesn’t fluctuate as much as
the actual budget deficit. In particular, large actual deficits, such as those of 1975 and
1983, are usually caused in part by a depressed economy.

Should the Budget Be Balanced?
Persistent budget deficits can cause problems for both the government
and the economy. Yet politicians are always tempted to run deficits be-
cause this allows them to cater to voters by cutting taxes without cut-
ting spending or by increasing spending without increasing taxes. As a
result, there are occasional attempts by policy makers to force fiscal disci-
pline by introducing legislation—even a constitutional amendment—for-
bidding the government from running budget deficits. This is usually
stated as a requirement that the budget be “balanced”—that revenues
at least equal spending each fiscal year. Would it be a good idea to re-
quire a balanced budget annually?

Most economists don’t think so. They believe that the government
should only balance its budget on average—that it should be allowed to
run deficits in bad years, offset by surpluses in good years. They don’t be-
lieve the government should be forced to run a balanced budget every
year because this would undermine the role of taxes and transfers as auto-
matic stabilizers. As we learned earlier, the tendency of tax revenue to
fall and transfers to rise when the economy contracts helps to limit
the size of recessions. But falling tax revenue and rising transfer pay-
ments push the budget toward deficit. If constrained by a balanced -
budget rule, the government would have to respond to this deficit with
contractionary fiscal policies that would tend to deepen a recession.

m o d u l e 3 0 L o n g - r u n  I m p l i c a t i o n s  o f  F i s c a l  P o l i c y :  D e f i c i t s  a n d  t h e  P u b l i c  D e b t 299

S
e

c
tio

n
 6

 In
fla

tio
n

, U
n

e
m

p
lo

y
m

e
n

t, a
n

d
 S

ta
b

iliz
a

tio
n

 P
o

lic
ie

s

f i g u r e 30.3

The Actual Budget
Deficit Versus the
Cyclically Adjusted
Budget Deficit
The cyclically adjusted budget deficit is
an estimate of what the budget deficit
would be if the economy were at po-
tential output. It fluctuates less than
the actual budget deficit, because
years of large budget deficits also tend
to be years when the economy has a
large recessionary gap.
Source: Congressional Budget Office.
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Nonetheless, policy makers concerned about excessive deficits sometimes 
feel that rigid rules prohibiting—or at least setting an upper limit on—deficits 
are necessary. 

Long -Run Implications of Fiscal Policy 
During the 1990s, the Japanese government engaged in massive deficit spending in an
effort to increase aggregate demand. That policy was partly successful: although
Japan’s economy was sluggish during the 1990s, it avoided a severe slump comparable
to what happened to many countries in the 1930s. Yet the fact that Japan was running
large deficits year after year made many observers uneasy, as Japan’s debt—the accumu-
lation of past deficits, net of surpluses—climbed to alarming levels. Now that we under-
stand how government surpluses and deficits happen, let’s take a closer look at their
long-run effects on the economy.

Deficits, Surpluses, and Debt
When a family spends more than it earns over the course of a year, it has to raise the
extra funds either by selling assets or by borrowing. And if a family borrows year after
year, it will eventually end up with a lot of debt.

The same is true for governments. With a few exceptions, governments don’t raise
large sums by selling assets such as national parkland. Instead, when a government
spends more than the tax revenue it receives—when it runs a budget deficit—it almost
always borrows the extra funds. And governments that run persistent budget deficits
end up with substantial debts.

To interpret the numbers that follow, you need to know a slightly peculiar feature
of federal government accounting. For historical reasons, the U.S. government does
not keep the books by calendar years. Instead, budget totals are kept by fiscal years,
which run from October 1 to September 30 and are labeled by the calendar year in
which they end. For example, fiscal 2009 began on October 1, 2008, and ended on Sep-
tember 30, 2009.

At the end of fiscal 2009, the U.S. federal government had total debt equal to $12
trillion. However, part of that debt represented special accounting rules specifying that
the federal government as a whole owes funds to certain government programs, espe-
cially Social Security. We’ll explain those rules shortly. For now, however, let’s focus on
public debt: government debt held by individuals and institutions outside the govern-
ment. At the end of fiscal 2009, the federal government’s public debt was “only” $7.6
trillion, or 53% of GDP. If we include the debts of state and local governments, total
government public debt was approximately 69% of GDP.

U.S. federal government public debt at the end of fiscal 2009 was larger than it was
at the end of fiscal 2008 because the federal government ran a budget deficit during fis-
cal 2009. A government that runs persistent budget deficits will experience a rising
level of debt. Why is this a problem?

Problems Posed by Rising Government Debt
There are two reasons to be concerned when a government runs persistent budget
deficits. We described one reason previously: when the government borrows funds in
the financial markets, it is competing with firms that plan to borrow funds for invest-
ment spending. As a result, the government’s borrowing may “crowd out” private in-
vestment spending, increasing interest rates and reducing the economy’s long - run rate
of growth.

The second reason: today’s deficits, by increasing the government’s debt, place fi-
nancial pressure on future budgets. The impact of current deficits on future budgets is
straightforward. Like individuals, governments must pay their bills, including interest
payments on their accumulated debt. When a government is deeply in debt, those in-
terest payments can be substantial. In fiscal 2009, the U.S. federal government paid
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A fiscal year runs from October 1 to

September 30 and is labeled according to the

calendar year in which it ends.

Public debt is government debt held by

individuals and institutions outside the

government.
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2.7% of GDP—$383 billion—in interest on its debt. And although this is a relatively
large fraction of GDP, other countries pay even greater fractions of their GDP to service
their debt. For example, in 2009, Greece paid interest of about 5.4% of GDP.

Other things equal, a government paying large sums in interest must raise more rev-
enue from taxes or spend less than it would otherwise be able to afford—or it must bor-
row even more to cover the gap. And a government that borrows to pay interest on its
outstanding debt pushes itself even deeper into debt. This process can eventually push
a government to the point at which lenders question its ability to repay. Like con-
sumers who have maxed out their credit cards, the government will find that lenders
are unwilling to lend any more funds. The result can be that the government defaults
on its debt—it stops paying what it owes. Default is often followed by deep financial
and economic turmoil.

The idea of a government defaulting sounds far - fetched,
but it is not impossible. In the 1990s, Argentina, a relatively
high - income developing country, was widely praised for its
economic policies—and it was able to borrow large sums from
foreign lenders. By 2001, however, Argentina’s interest pay-
ments were spiraling out of control, and the country stopped
paying the sums that were due. Default creates havoc in a
country’s financial markets and badly shakes public confi-
dence in both the government and the economy. Argentina’s
debt default was accompanied by a crisis in the country’s
banking system and a very severe recession. And even if a
highly indebted government avoids default, a heavy debt bur-
den typically forces it to slash spending or raise taxes, politi-
cally unpopular measures that can also damage the economy.

One question some people ask is: can’t a government that has trouble borrowing just
print money to pay its bills? Yes, it can, but this leads to another problem: inflation. In
fact, budget problems are the main cause of very severe inflation, as we’ll see later. The
point for now is that governments do not want to find themselves in a position where
the choice is between defaulting on their debts and inflating those debts away.

Concerns about the long -run effects of deficits need not rule out the use of fiscal
policy to stimulate the economy when it is depressed. However, these concerns do
mean that governments should try to offset budget deficits in bad years with budget
surpluses in good years. In other words, governments should run a budget that is ap-
proximately balanced over time. Have they actually done so?

Deficits and Debt in Practice
Figure 30.4 on the next page shows how the U.S. federal government’s budget deficit
and its debt have evolved since 1940. Panel (a) shows the federal deficit as a percentage
of GDP. As you can see, the federal government ran huge deficits during World War II.
It briefly ran surpluses after the war, but it has normally run deficits ever since, espe-
cially after 1980. This seems inconsistent with the advice that governments should off-
set deficits in bad times with surpluses in good times.

However, panel (b) of Figure 30.4 shows that these deficits have not led to runaway
debt. To assess the ability of governments to pay their debt, we often use the debt–
GDP ratio, the government’s debt as a percentage of GDP. We use this measure, rather
than simply looking at the size of the debt because GDP, which measures the size of the
economy as a whole, is a good indicator of the potential taxes the government can col-
lect. If the government’s debt grows more slowly than GDP, the burden of paying that
debt is actually falling compared with the government’s potential tax revenue.

What we see from panel (b) is that although the federal debt has grown in almost
every year, the debt–GDP ratio fell for 30 years after the end of World War II. This
shows that the debt–GDP ratio can fall, even when debt is rising, as long as GDP grows
faster than debt. Growth and inflation sometimes allow a government that runs per-
sistent budget deficits to nevertheless have a declining debt–GDP ratio.

The debt–GDP ratio is the government’s

debt as a percentage of GDP.

Lautario Palacios, 7, holds a 
sign that calls for politicians to 
stop robbing, during a January 9,
2002 demonstration in Buenos
Aires, Argentina.
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U.S. Federal Deficits and Debtf i g u r e 30.4

Panel (a) shows the U.S. federal budget deficit as a percentage
of GDP since 1940. The U.S. government ran huge deficits 
during World War II and has usually run smaller deficits ever
since. Panel (b) shows the U.S. debt–GDP ratio. Comparing
panels (a) and (b), you can see that in many years the 

debt–GDP ratio has declined in spite of government deficits.
This seeming paradox reflects the fact that the debt–GDP ratio
can fall, even when debt is rising, as long as GDP grows faster
than debt.
Source: Office of Management and Budget.
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Japanese Deficits and Debtf i g u r e 30.5

Panel (a) shows the budget deficit of Japan as a percent of GDP
since 1990 and panel (b) shows its debt–GDP ratio. The large
deficits that the Japanese government began running in the
early 1990s have led to a rapid rise in its debt–GDP ratio as debt

has grown more quickly than GDP. This has led some analysts 
to express concern about the long -run fiscal health of the
Japanese economy.
Source: International Monetary Fund.

Still, a government that runs persistent large deficits will have a rising debt–GDP
ratio when debt grows faster than GDP. Panel (a) of Figure 30.5 shows Japan’s
budget deficit as a percentage of GDP, and panel (b) shows Japan’s debt–GDP ratio,
both since 1990. As we have already mentioned, Japan began running large deficits
in the early 1990s, a by -product of its effort to prop up aggregate demand with 



government spending. This has led to a rapid rise in the debt–GDP ratio. For this
reason, some economic analysts are concerned about the long -run fiscal health of
the Japanese economy.

Implicit Liabilities
Looking at Figure 30.4, you might be tempted to conclude that the U.S. federal
budget is in fairly decent shape: the return to budget deficits after 2001, and large—
but temporary—increases in government spending in response to the recession that
began in 2007, caused the debt–GDP ratio to rise a bit, but that ratio is still low com-
pared with both historical experience and some other wealthy countries. In fact, how-
ever, experts on long -run budget issues view the situation of the United States (and
other countries with high public debt, such as Japan and Greece) with alarm. The rea-
son is the problem of implicit liabilities. Implicit liabilities are spending promises
made by governments that are effectively a debt despite the fact that they are not in-
cluded in the usual debt statistics.

The largest implicit liabilities of the U.S. government arise from two transfer 
programs that principally benefit older Americans: Social Security and Medicare.
The third - largest implicit liability, Medicaid, benefits low - income families. In each
of these cases, the government has promised to provide transfer payments to future
as well as current beneficiaries. So these programs represent a future debt that 
must be honored, even though the debt does not currently show up in the usual 
statistics. Together, these three programs currently account for almost 40% of fed-
eral spending.

The implicit liabilities created by these transfer programs worry fiscal experts.
Figure 30.6 on the next page shows why. It shows actual spending on Social Secu-
rity and on Medicare and Medicaid as percentages of GDP from 1962 to 2008,
with Congressional Budget Office projections of spending through 2083. Ac-
cording to these projections, spending on Social Security will rise substantially
over the next few decades and spending on the two health care programs will
soar. Why?

In the case of Social Security, the answer is demography. Social Security is a “pay -as -
 you - go” system: current workers pay payroll taxes that fund the benefits of current re-
tirees. So demography—specifically, the ratio of the number of retirees drawing
benefits to the number of workers paying into Social Security—has a major impact on
Social Security’s finances. There was a huge surge in the U.S. birth rate between 1946
and 1964, the years of the baby boom. Baby boomers are currently of working age—
which means they are paying taxes, not collecting benefits. As the baby boomers retire,
they will stop earning income that is taxed and start collecting benefits. As a result, the
ratio of retirees receiving benefits to workers paying into the Social Security system will
rise. In 2008, there were 31 retirees receiving benefits for every 100 workers paying into
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What Happened to the Debt from World War II?
As you can see from Figure 30.4, the govern-

ment paid for World War II by borrowing on a

huge scale. By the war’s end, the public debt

was more than 100% of GDP, and many people

worried about how it could ever be paid off.

The truth is that it never was paid off. In 1946,

the public debt was $242 billion; that number

dipped slightly in the next few years, as the

United States ran postwar budget surpluses, but

the government budget went back into deficit in

1950 with the start of the Korean War. By 1962,

the public debt was back up to $248 billion.

But by that time nobody was worried about

the fiscal health of the U.S. government be-

cause the debt–GDP ratio had fallen by more

than half. The reason? Vigorous economic

growth, plus mild inflation, had led to a rapid

rise in GDP. The experience was a clear lesson

in the peculiar fact that modern governments

can run deficits forever, as long as they aren’t

too large.
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Implicit liabilities are spending promises

made by governments that are effectively a

debt despite the fact that they are not

included in the usual debt statistics.



the system. By 2030, according to the Social Security Administration, that number will
rise to 46; by 2050, it will rise to 48; and by 2080 that number will be 51. This will raise
benefit payments relative to the size of the economy.

The aging of the baby boomers, by itself, poses only a moderately sized long - run fis-
cal problem. The projected rise in Medicare and Medicaid spending is a much more se-
rious concern. The main story behind projections of higher Medicare and Medicaid
spending is the long -run tendency of health care spending to rise faster than overall
spending, both for government - funded and for private-funded health care.

To some extent, the implicit liabilities of the U.S. government are already reflected
in debt statistics. We mentioned earlier that the government had a total debt of $12
trillion at the end of fiscal 2009, but that only $7.6 trillion of that total was owed to the
public. The main explanation for that discrepancy is that both Social Security and part
of Medicare (the hospital insurance program) are supported by dedicated taxes: their ex-
penses are paid out of special taxes on wages. At times, these dedicated taxes yield more
revenue than is needed to pay current benefits. In particular, since the mid -1980s the
Social Security system has been taking in more revenue than it currently needs in order
to prepare for the retirement of the baby boomers. This surplus in the Social Security
system has been used to accumulate a Social Security trust fund, which was $2.5 trillion at
the end of fiscal 2009.

The money in the trust fund is held in the form of U.S. government bonds, which
are included in the $12 trillion in total debt. You could say that there’s something
funny about counting bonds in the Social Security trust fund as part of government
debt. After all, these bonds are owed by one part of the government (the government
outside the Social Security system) to another part of the government (the Social Secu-
rity system itself). But the debt corresponds to a real, if implicit, liability: promises by
the government to pay future retirement benefits. So many economists argue that the
gross debt of $12 trillion, the sum of public debt and government debt held by Social
Security and other trust funds, is a more accurate indication of the government’s fiscal
health than the smaller amount owed to the public alone.
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f i g u r e 30.6

Future Demands on
the Federal Budget
This figure shows Congres-
sional Budget Office projec-
tions of spending on social
insurance programs as a share
of GDP. Partly as a result of an
aging population, but mainly
because of rising health care
costs, these programs are ex-
pected to become much more
expensive over time, posing
problems for the federal
budget.
Source: Congressional Budget Office.
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Argentina’s Creditors Take a Haircut
As we mentioned earlier, the idea that a govern-

ment’s debt can reach a level at which the 

government can’t pay its creditors can seem

far - fetched. In the United States, government

debt is usually regarded as the safest asset

there is.

But countries do default on their debts—they

fail to repay the money they borrowed. In 1998,

Russia defaulted on its bonds, triggering a

worldwide panic in financial markets. In 2001,

in the biggest default of modern times, the gov-

ernment of Argentina stopped making payments

on $81 billion in debt.

How did the Argentine default happen? 

During much of the 1990s, the country was 

experiencing an economic boom and the 

government was easily able to borrow money

from abroad. Although deficit spending led to

rising government debt, few considered this a

problem. In 1998, however, the country slid 

into an economic slump that reduced tax rev-

enues, leading to much larger deficits. Foreign

lenders, increasingly nervous about the coun-

try’s ability to repay, became unwilling to lend

more except at very high interest rates. By

2001, the country was caught in a vicious 

circle: to cover its deficits and pay off old loans

as they came due, it was forced to borrow at

much higher interest rates, and the escalating

interest rates on new borrowing made the

deficits even bigger.

Argentine officials tried to reassure lenders by

raising taxes and cutting government spending.

But they were never able to balance the budget

due to the continuing recession and the negative

multiplier impact of their contractionary fiscal

policies. These strongly contractionary fiscal

policies drove the country deeper into recession.

Late in 2001, facing popular protests, the Argen-

tine government collapsed, and the country de-

faulted on its debt.

Creditors can take individuals who fail to pay

debts to court. The court, in turn, can seize the

debtors’ assets and force them to pay part of

future earnings to their creditors. But when a

country defaults, it’s different. Its creditors can’t

send in the police to seize the country’s assets.

They must negotiate a deal with the country for

partial repayment. The only leverage creditors

have in these negotiations is the defaulting gov-

ernment’s fear that if it fails to reach a settle-

ment, its reputation will suffer and it will be

unable to borrow in the future. (A report by

Reuters, the news agency, on Argentina’s debt

negotiations was headlined “Argentina to un-

happy bondholders: so sue.”) It took three years

for Argentina to reach an agreement with its

creditors because the new Argentine govern-

ment was determined to strike a hard bargain.

And it did. Here’s how Reuters described the

settlement reached in March 2005: “The deal,

which exchanged new paper valued at around

32 cents for every dollar in default, was the

biggest ‘haircut,’ or loss on principal, for in-

vestors of any sovereign bond restructuring in

modern times.” Let’s put this into English: Ar-

gentina forced its creditors to trade their “sover-

eign bonds”—debts of a sovereign nation, that

is, Argentina—for new bonds worth only 32%

as much. Such a reduction in the value of debt

is known as a “haircut.”

It’s important to avoid two misconceptions

about this “haircut.” First, you might be tempted

to think that because Argentina ended up pay-

ing only a fraction of the sums it owed, it paid a

small price for default. In fact, Argentina’s de-

fault accompanied one of the worst economic

slumps of modern times, a period of mass un-

employment, soaring poverty, and widespread

unrest. Second, it’s tempting to dismiss the Ar-

gentine story as being of little relevance to

countries like the United States. After all, aren’t

we more responsible than that? But Argentina

wouldn’t have been able to borrow so much in

the first place if its government hadn’t been

well regarded by international lenders. In fact,

as late as 1998 Argentina was widely admired

for its economic management. What Argentina’s

slide into default shows is that concerns about

the long - run effects of budget deficits are not at

all academic. Due to its large and growing

debt–GDP ratio, one recession pushed Argentina

over the edge into economic collapse. 

fy i

M o d u l e 30 AP R e v i e w

Check Your Understanding
1. Why is the cyclically adjusted budget balance a better measure

of the long-run sustainability of government policies than the
actual budget balance?

Solutions appear at the back of the book.

2. Explain why states required by their constitutions to balance
their budgets are likely to experience more severe economic
fluctuations than states not held to that requirement.
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Tackle the Test: Multiple-Choice Questions
1. If government spending exceeds tax revenues, which of the

following is necessarily true? There is a
I. positive budget balance.

II. budget deficit.
III. recession.

a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

2. Which of the following fiscal policies is expansionary?
Taxes Government spending

a. increase by $100 million increases by $100 million
b. decrease by $100 million decreases by $100 million
c. increase by $100 million decreases by $100 million
d. decrease by $100 million increases by $100 million
e. both (a) and (d)

3. The cyclically adjusted budget deficit is an estimate of what the
budget balance would be if real GDP were 
a. greater than potential output.
b. equal to nominal GDP.

c. equal to potential output.
d. falling.
e. calculated during a recession.

4. During a recession in the United States, what happens
automatically to tax revenues and government spending?

Tax revenues Government spending
a. increase increases
b. decrease decreases
c. increase decreases
d. decrease increases
e. decrease does not change

5. Which of the following is a reason to be concerned about
persistent budget deficits?
a. crowding out
b. government default
c. the opportunity cost of future interest payments
d. higher interest rates leading to decreased long-run growth
e. all of the above

Tackle the Test: Free-Response Questions
1. Consider the information provided below for the hypothetical

country of Zeta.
Tax revenues = 2,000
Government purchases of goods and services = 1,500
Government transfers = 1,000
Real GDP = 20,000
Potential output = 18,000
a. Is the budget balance in Zeta positive or negative? What is

the amount of the budget balance?
b. Zeta is currently in what phase of the business cycle?

Explain.
c. Is Zeta implementing the appropriate fiscal policy given the

current state of the economy? Explain.
d. How does Zeta’s cyclically adjusted budget deficit compare

with its actual budget deficit? Explain.

3. Explain how each of the following events would affect the
public debt or implicit liabilities of the U.S. government, other
things equal. Would the public debt or implicit liabilities be
greater or smaller?
a. The growth rate of real GDP increases.
b. Retirees live longer.

c. Tax revenue decreases.
d. The government borrows to pay interest on its current

public debt.

4. Suppose the economy is in a slump and the current public debt
is quite large. Explain the trade - off of short - run versus long - run
objectives that policy makers face when deciding whether or not
to engage in deficit spending.

Answer (8 points)

1 point: Negative

1 point: −500

1 point: Expansion

1 point: Real GDP > potential output

1 point: No

1 point: Zeta is running a budget deficit during an expansion.

1 point: It is larger.

1 point: Because if real GDP equaled potential output, tax revenues would be
lower and government transfers would be higher.

2. In Module 29 you learned about the market for loanable funds,
which is intimately related to our current topic of budget
deficits. Use a correctly labeled graph of the market for loanable
funds to illustrate the effect of a persistent budget deficit.
Identify and explain the effect persistent budget deficits can
have on private investment.



Module 31
Monetary Policy and
the Interest Rate
In Modules 28 and 29 we developed models of the money market and the loanable
funds market. We also saw how these two markets are consistent and related. In the
short run, the interest rate is determined in the money market and the loanable funds
market adjusts in response to changes in the money market. However, in the long run,
the interest rate is determined by matching the supply and demand of loanable funds
that arise when real GDP equals potential output. Now we are ready to use these mod-
els to explain how the Federal Reserve can use monetary policy to stabilize the econ-
omy in the short run.

Monetary Policy and the Interest Rate
Let’s examine how the Federal Reserve can use changes in the money supply to change
the interest rate. Figure 31.1 on the next page shows what happens when the Fed in-
creases the money supply from M��1 to M��2. The economy is originally in equilibrium at
E1, with the equilibrium interest rate r1 and the money supply M��1. An increase in the
money supply by the Fed to M��2 shifts the money supply curve to the right, from MS1 to
MS2, and leads to a fall in the equilibrium interest rate to r2. Why? Because r2 is the only
interest rate at which the public is willing to hold the quantity of money actually sup-
plied, M��2. So an increase in the money supply drives the interest rate down. Similarly, a
reduction in the money supply drives the interest rate up. By adjusting the money sup-
ply up or down, the Fed can set the interest rate.

In practice, at each meeting the Federal Open Market Committee decides on the in-
terest rate to prevail for the next six weeks, until its next meeting. The Fed sets a target
federal funds rate, a desired level for the federal funds rate. This target is then en-
forced by the Open Market Desk of the Federal Reserve Bank of New York, which ad-
justs the money supply through open-market operations—the purchase or sale of Treasury
bills—until the actual federal funds rate equals the target rate. The other tools of mon-
etary policy, lending through the discount window and changes in reserve require-
ments, aren’t used on a regular basis (although the Fed used discount window lending
in its efforts to address the 2008 financial crisis).

What you will learn 
in this Module:
• How the Federal Reserve

implements monetary policy,

moving the interest rate to

affect aggregate output

• Why monetary policy is 

the main tool for stabilizing

the economy
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The Federal Reserve can move the interest

rate through open-market operations that

shift the money supply curve. In practice, 

the Fed sets a target federal funds rate

and uses open-market operations to achieve

that target.



Figure 31.2 shows how interest rate targeting works. In both panels, rT is the target
federal funds rate. In panel (a), the initial money supply curve is MS1 with money sup-
ply M��1, and the equilibrium interest rate, r1, is above the target rate. To lower the in-
terest rate to rT, the Fed makes an open - market purchase of Treasury bills, which leads
to an increase in the money supply via the money multiplier. This is illustrated in
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f i g u r e 31.1

The Effect of an Increase
in the Money Supply on
the Interest Rate
The Federal Reserve can lower the inter-
est rate by increasing the money supply.
Here, the equilibrium interest rate falls
from r1 to r2 in response to an increase in
the money supply from M�1 to M�2. In
order to induce people to hold the larger
quantity of money, the interest rate must
fall from r1 to r2.

M2 Quantity
of money

r1

r2

Interest
rate, r

E2

E1

MS1

MD

MS2

M1

An increase
in the money
supply . . .

. . . leads to
a fall in the
interest rate.

M2 Quantity
of money

r1

rT

Interest
rate, r

E2

E1

MS1

MD

MS2

M1

An open-market
purchase . . .

M1 Quantity
of money

r1

rT

Interest
rate, r

E1

E2

MS2

MD

MS1

M2

An open-market
sale . . .

(a) Pushing the Interest Rate 
Down to the Target Rate

(b) Pushing the Interest Rate 
Up to the Target Rate

. . . drives
the
interest
rate up.

. . . drives 
the
interest
rate down. 

Setting the Federal Funds Ratef i g u r e 31.2

The Federal Reserve sets a target for the federal funds rate 
and uses open -market operations to achieve that target. In
both panels the target rate is rT. In panel (a) the initial equilib-
rium interest rate, r1, is above the target rate. The Fed in-
creases the money supply by making an open - market purchase
of Treasury bills, pushing the money supply curve rightward,

from MS1 to MS2, and driving the interest rate down to rT. In
panel (b) the initial equilibrium interest rate, r1, is below the
target rate. The Fed reduces the money supply by making an
open - market sale of Treasury bills, pushing the money supply
curve leftward, from MS1 to MS2, and driving the interest rate
up to rT.



panel (a) by the rightward shift of the money supply curve from MS1 to MS2 and an in-
crease in the money supply to M��2. This drives the equilibrium interest rate down to the
target rate, rT.

Panel (b) shows the opposite case. Again, the initial money supply curve is MS1 with
money supply M��1. But this time the equilibrium interest rate, r1, is below the target fed-
eral funds rate, rT. In this case, the Fed will make an open - market sale of Treasury bills,
leading to a fall in the money supply to M��2 via the money multiplier. The money supply
curve shifts leftward from MS1 to MS2, driving the equilibrium interest rate up to the
target federal funds rate, rT.

Monetary Policy and Aggregate Demand
We have seen how fiscal policy can be used to stabilize the economy. Now we will see
how monetary policy—changes in the money supply or the interest rate, or both—can
play the same role.
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The Fed Reverses Course
During the summer of 2007, many called for a

change in Federal Reserve policy. At first the Fed

remained unmoved. On August 7, 2007, the Fed-

eral Open Market Committee decided to stand

pat, making no change in its interest rate policy.

The official statement did, however, concede that

“financial markets have been volatile in recent

weeks” and that “credit conditions have become

tighter for some households and businesses.”

Just three days later, the Fed issued a special

statement basically assuring market players

that it was paying attention, and on August 17 it

issued another statement declaring that it

was “monitoring the situation,” which is

Fed - speak for “we’re getting nervous.”

And on September 18, the Fed did what

CNBC analyst Jim Cramer wanted: it cut

the target federal funds rate “to help fore-

stall some of the adverse effects on the

broader economy that might otherwise

arise from the disruptions in financial mar-

kets.” In effect, it conceded that Cramer’s

worries were at least partly right.

It was the beginning of a major change

in monetary policy. The figure shows two

interest rates from the beginning of 2004

to early 2010: the target federal funds rate

decided by the Federal Open Market Com-

mittee, which dropped in a series of steps

starting in September 2007, and the aver-

age effective rate that prevailed in the market

each day. The figure shows that the interest rate

cut six weeks after Cramer’s diatribe was only

the first of several cuts. As you can see, this

was a reversal of previous policy: previously the

Fed had generally been raising rates, not reduc-

ing them, out of concern that inflation might be-

come a problem. But starting in September

2007, fighting the financial crisis took priority.

By the way, notice how beginning on December

16, 2008, it looks as if there are two target fed-

eral funds rates. What happened? The Federal

Open Market Committee set a target range for

the federal funds rate, between 0% and 0.25%,

starting on that date. That target range was still

in effect at the time of writing.

The figure also shows that that the Fed 

doesn’t always hit its target. There were a num-

ber of days, especially in 2008, when the actual

federal funds rate was significantly above or

below the target rate. But these episodes didn’t

last long, and overall the Fed got what it

wanted, at least as far as short-term interest

rates were concerned.
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Expansionary and Contractionary Monetary Policy
Previously we said that monetary policy shifts the aggregate demand curve. We can
now explain how that works: through the effect of monetary policy on the interest rate.

Suppose that the Federal Reserve expands the money supply. As we’ve seen, this
leads to a lower interest rate. A lower interest rate, in turn, will lead to more invest-
ment spending, which will lead to higher real GDP, which will lead to higher con-
sumer spending, and so on through the multiplier process. So the total quantity of
goods and services demanded at any given aggregate price level rises when the quan-
tity of money increases, and the AD curve shifts to the right. Monetary policy that
shifts the AD curve to the right, as illustrated in panel (a) of Figure 31.3, is known as
expansionary monetary policy.

Suppose, alternatively, that the Federal Reserve contracts the money supply. This leads
to a higher interest rate. The higher interest rate leads to lower investment spending,
which leads to lower real GDP, which leads to lower consumer spending, and so on. So
the total quantity of goods and services demanded falls when the money supply is re-
duced, and the AD curve shifts to the left. Monetary policy that shifts the AD curve to the
left, as illustrated in panel (b) of Figure 31.3, is called contractionary monetary policy.

Monetary Policy in Practice
We have learned that policy makers try to fight recessions. They also try to ensure price
stability: low (though usually not zero) inflation. Actual monetary policy reflects a com-
bination of these goals.

In general, the Federal Reserve and other central banks tend to engage in expansion-
ary monetary policy when actual real GDP is below potential output. Panel (a) of Fig-
ure 31.4 shows the U.S. output gap, which we defined as the percentage difference
between actual real GDP and potential output, versus the federal funds rate since 1985.
(Recall that the output gap is positive when actual real GDP exceeds potential output.)

Real GDP

Aggregate
price
level

(a) Expansionary Monetary Policy

AD2 AD1AD3AD1

Real GDP

Aggregate
price
level

(b) Contractionary Monetary Policy

Monetary Policy and Aggregate Demandf i g u r e 31.3

An expansionary monetary policy, shown in panel (a), shifts the
aggregate demand curve to the right from AD1 to AD2. A con-

tractionary monetary policy, shown in panel (b), shifts the ag-
gregate demand curve to the left, from AD1 to AD3.

Expansionary monetary policy is

monetary policy that increases aggregate

demand.

Contractionary monetary policy is

monetary policy that reduces aggregate

demand. 



m o d u l e 3 1 M o n e t a r y  P o l i c y  a n d  t h e  I n t e re s t  R a t e 311

As you can see, the Fed has tended to raise interest rates when the output gap is rising—
that is, when the economy is developing an inflationary gap—and cut rates when the
output gap is falling. The big exception was the late 1990s, when the Fed left rates
steady for several years even as the economy developed a positive output gap (which
went along with a low unemployment rate).

One reason the Fed was willing to keep interest rates low in the late 1990s was that
inflation was low. Panel (b) of Figure 31.4 compares the inflation rate, measured as the
rate of change in consumer prices excluding food and energy, with the federal funds
rate. You can see how low inflation during the mid-1990s and early 2000s helped en-
courage loose monetary policy both in the late 1990s and in 2002–2003.

In 1993, Stanford economist John Taylor suggested that monetary policy should fol-
low a simple rule that takes into account concerns about both the business cycle and in-
flation. The Taylor rule for monetary policy is a rule for setting the federal funds rate
that takes into account both the inflation rate and the output gap. He also suggested
that actual monetary policy often looks as if the Federal Reserve was, in fact, more or
less following the proposed rule. The rule Taylor originally suggested was as follows:

Federal funds rate = 1 + (1.5 × inflation rate) + (0.5 × output gap)
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Tracking Monetary Policy Using the Output Gap, Inflation, and 
the Taylor Rule

f i g u r e 31.4

Panel (a) shows that the federal funds rate usually rises when
the output gap is positive—that is, when actual real GDP is
above potential output—and falls when the output gap is
negative. Panel (b) illustrates that the federal funds rate tends
to be high when inflation is high and low when inflation is
low. Panel (c) shows the Taylor rule in action. The green line
shows the actual federal funds rate from 1985 to 2009. The
purple line shows the interest rate the Fed should have set
according to the Taylor rule. The fit isn’t perfect—in fact, in
2009 the Taylor rule suggests a negative interest rate, an im-
possibility—but the Taylor rule does a better job of tracking
U.S. monetary policy than either the output gap or the infla-
tion rate alone.
Source: Federal Reserve Bank of St. Louis; Bureau of Economic Analysis;
Bureau of Labor Statistics.

The Taylor rule for monetary policy is a

rule for setting the federal funds rate that

takes into account both the inflation rate and

the output gap.



Panel (c) of Figure 31.4 compares the federal funds rate specified by the Taylor rule
with the actual federal funds rate from 1985 to 2009. With the exception of 2009, the
Taylor rule does a pretty good job at predicting the Fed’s actual behavior—better than
looking at either the output gap alone or the inflation rate alone. Furthermore, the di-
rection of changes in interest rates predicted by an application of the Taylor rule to
monetary policy and the direction of changes in actual interest rates have always been
the same—further evidence that the Fed is using some form of the Taylor rule to set
monetary policy. But, what happened in 2009? A combination of low inflation and a
large and negative output gap briefly put the Taylor’s rule of prediction of the federal
funds into negative territory. But a negative federal funds rate is, of course, impossible.
So the Fed did the best it could—it cut rates aggressively and the federal funds rate fell
to almost zero.

Monetary policy, rather than fiscal policy, is the main tool of stabilization policy.
Like fiscal policy, it is subject to lags: it takes time for the Fed to recognize economic
problems and time for monetary policy to affect the economy. However, since the
Fed moves much more quickly than Congress, monetary policy is typically the pre-
ferred tool.

Inflation Targeting
The Federal Reserve tries to keep inflation low but positive. The Fed does not, however,
explicitly commit itself to achieving any particular rate of inflation, although it is
widely believed to prefer inflation at around 2% per year.

By contrast, a number of other central banks do have explicit inflation targets. So
rather than using the Taylor rule to set monetary policy, they instead announce the in-
flation rate that they want to achieve—the inflation target—and set policy in an attempt
to hit that target. This method of setting monetary policy is called inflation targeting.
The central bank of New Zealand, which was the first country to adopt inflation tar-
geting, specified a range for that target of 1% to 3%. Other central banks commit them-
selves to achieving a specific number. For example, the Bank of England is supposed to
keep inflation at 2%. In practice, there doesn’t seem to be much difference between
these versions: central banks with a target range for inflation seem to aim for the mid-
dle of that range, and central banks with a fixed target tend to give themselves consid-
erable wiggle room.

One major difference between inflation targeting and the Taylor rule is that infla-
tion targeting is forward -looking rather than backward -looking. That is, the Taylor
rule adjusts monetary policy in response to past inflation, but inflation targeting is
based on a forecast of future inflation.

Advocates of inflation targeting argue that it has two key advantages, transparency
and accountability. First, economic uncertainty is reduced because the public knows the
objective of an inflation -targeting central bank. Second, the central bank’s success can
be judged by seeing how closely actual inflation rates have matched the inflation tar-
get, making central bankers accountable.

Critics of inflation targeting argue that it’s too restrictive because there are times
when other concerns—like the stability of the financial system—should take priority
over achieving any particular inflation rate. Indeed, in late 2007 and early 2008 the Fed
cut interest rates much more than either the Taylor rule or inflation targeting would
have dictated because it feared that turmoil in the financial markets would lead to a
major recession (which it did, in fact).

Many American macroeconomists have had positive things to say about inflation
targeting—including Ben Bernanke, the current chair of the Federal Reserve. At the
time of this writing, however, there were no moves to have the Fed adopt an explicit in-
flation target, and during normal times it still appears to set monetary policy by apply-
ing a loosely defined version of the Taylor rule.
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Stanford economist John Taylor sug-
gested a simple rule for monetary policy.
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Inflation targeting occurs when the central

bank sets an explicit target for the inflation

rate and sets monetary policy in order to hit

that target.
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What the Fed Wants, the Fed Gets
What’s the evidence that the Fed can actually

cause an economic contraction or expansion?

You might think that finding such evidence is just

a matter of looking at what happens to the econ-

omy when interest rates go up or down. But it

turns out that there’s a big problem with that ap-

proach: the Fed usually changes interest rates 

in an attempt to tame the business cycle, 

raising rates if the economy is expanding and re-

ducing rates if the economy is slumping. So in

the actual data, it often looks as if low interest

rates go along with a weak economy and 

high rates go along with a strong economy.

In a famous 1994 paper titled “Monetary

Policy Matters,” the macroeconomists

Christina Romer and David Romer solved

this problem by focusing on episodes in

which monetary policy wasn’t a reaction to

the business cycle. Specifically, they used

minutes from the Federal Open Market Com-

mittee and other sources to identify episodes

“in which the Federal Reserve in effect de-

cided to attempt to create a recession to re-

duce inflation.” Contractionary monetary

policy is sometimes used to eliminate infla-

tion that has become embedded in the econ-

omy, rather than just as a tool of macroeco-

nomic stabilization. In this case, the Fed needs

to create a recessionary gap—not just elimi-

nate an inflationary gap—to wring embedded

inflation out of the economy.

The figure shows the unemployment rate be-

tween 1952 and 1984 (orange) and identifies

five dates on which, according to Romer and

Romer, the Fed decided that it wanted a reces-

sion (vertical red lines). In four out of the five

cases, the decision to contract the economy

was followed, after a modest lag, by a rise in

the unemployment rate. On average, Romer and

Romer found, the unemployment rate rises by 2

percentage points after the Fed decides that un-

employment needs to go up.

So yes, the Fed gets what it wants.
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Check Your Understanding 
1. Assume that there is an increase in the demand for money at

every interest rate. Using a diagram, show what effect this will
have on the equilibrium interest rate for a given money supply.

2. Now assume that the Fed is following a policy of targeting the
federal funds rate. What will the Fed do in the situation
described in question 1 to keep the federal funds rate
unchanged? Illustrate with a diagram.

3. Suppose the economy is currently suffering from a recessionary
gap and the Federal Reserve uses an expansionary monetary
policy to close that gap. Describe the short -run effect of this
policy on the following.
a. the money supply curve
b. the equilibrium interest rate
c. investment spending
d. consumer spending
e. aggregate output

Solutions appear at the back of the book.
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Tackle the Test: Multiple-Choice Questions
4. Which of the following is a goal of monetary policy?

a. zero inflation
b. deflation
c. price stability
d. increased potential output
e. decreased actual real GDP

5. When implementing monetary policy, the Federal Reserve
attempts to achieve
a. an explicit target inflation rate.
b. zero inflation.
c. a low rate of deflation.
d. a low, but positive inflation rate.
e. 4–5% inflation.

1. At each meeting of the Federal Open Market Committee, the
Federal Reserve sets a target for which of the following? 

I. the federal funds rate
II. the prime interest rate

III. the market interest rate
a. I only
b. II only
c. III only
d. I and III only
e. I, II, and III

2. Which of the following actions can the Fed take to decrease the
equilibrium interest rate?
a. increase the money supply
b. increase money demand
c. decrease the money supply
d. decrease money demand
e. both (a) and (d)

3. Contractionary monetary policy attempts to 
aggregate demand by interest rates.
a. decrease increasing
b. increase decreasing
c. decrease decreasing
d. increase increasing
e. increase maintaining

Tackle the Test: Free-Response Questions
1. a. Give the equation for the Taylor rule.

b. How well does the Taylor rule fit the Fed’s actual behavior?
Explain.

c. What does the Taylor rule predict will happen when the
inflation rate increases? Explain.

d. What does the Taylor rule predict will happen if the
economy sinks further into a recession? Explain.

Answer (7 points)

1 point: Federal funds rate = 1 + (1.5 × inflation rate) + (0.5 × output gap)

1 point: Not exactly, but fairly well

1 point: It does better than any one measure alone, and it has always correctly
predicted the direction of change of interest rates.

1 point: The federal funds rate will increase.

1 point: According to the equation, the federal funds rate increases by 1.5
percentage points for every one percentage point increase in inflation. OR, the
Taylor rule predicts contractionary monetary policy during periods of inflation.

1 point: The federal funds rate will decrease.

1 point: According to the equation, the federal funds rate decreases by 0.5
percentage points for every one percentage point decrease in the output gap, as
from −1% to −2%, indicating a deeper recession. OR, the Taylor rule predicts
expansionary monetary policy during periods of recession.

2. a. What can the Fed do with each of its tools to implement
expansionary monetary policy during a recession?

b. Use a correctly labeled graph of the money market to explain
how the Fed’s use of expansionary monetary policy affects
interest rates in the short run.

c. Explain how the interest rate changes you graphed in part b
affect aggregate supply and demand in the short run.

d. Use a correctly labeled aggregate demand and supply graph
to illustrate how expansionary monetary policy affects
aggregate output in the short run.



Module 32
Money, Output, and
Prices in the Long Run
In the previous module we discussed how expansionary and contractionary mone-
tary policy can be used to stabilize the economy. The Federal Reserve can use its mon-
etary policy tools to change the money supply and cause the equilibrium interest rate
in the money market to increase or decrease. But what if a central bank pursues a
monetary policy that is not appropriate? That is, what if a central bank pursues ex-
pansionary policy during an expansion or contractionary policy during a recession?
In this module we consider how a counter-productive action by a central bank can ac-
tually destabilize the economy in the short run. We also introduce the long-run ef-
fects of monetary policy. As we learned in the last section, the money market (where
monetary policy has its effect on the money supply) determines the interest rate only
in the short run. In the long run, the interest rate is determined in the market for
loanable funds. Here we look at long-run adjustments and consider the long-run ef-
fects of monetary policy.

Money, Output, and Prices
Because of its expansionary and contractionary effects, monetary policy is generally the
policy tool of choice to help stabilize the economy. However, not all actions by central
banks are productive. In particular, as we’ll see later, central banks sometimes print
money not to fight a recessionary gap but to help the government pay its bills, an ac-
tion that typically destabilizes the economy.

What happens when a change in the money supply pushes the economy away
from, rather than toward, long - run equilibrium? The economy is self - correcting in
the long run: a demand shock has only a temporary effect on aggregate output. If
the demand shock is the result of a change in the money supply, we can make a
stronger statement: in the long run, changes in the quantity of money affect the ag-
gregate price level, but they do not change real aggregate output or the interest rate.
To see why, let’s look at what happens if the central bank permanently increases the
money supply.

What you will learn 
in this Module:
• The effects of an inappropriate

monetary policy

• The concept of monetary

neutrality and its relationship

to the long-term economic

effects of monetary policy
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Short-Run and Long -Run Effects of an Increase 
in the Money Supply 
To analyze the long - run effects of monetary policy, it’s helpful to think of the central
bank as choosing a target for the money supply rather than for the interest rate. In as-
sessing the effects of an increase in the money supply, we return to the analysis of the
long -run effects of an increase in aggregate demand.

Figure 32.1 shows the short -run and long -run effects of an increase in the money
supply when the economy begins at potential output, Y1. The initial short -run aggregate
supply curve is SRAS1, the long -run aggregate supply curve is LRAS, and the initial ag-
gregate demand curve is AD1. The economy’s initial equilibrium is at E1, a point of both
short - run and long - run macroeconomic equilibrium because it is on both the short -run
and the long - run aggregate supply curves. Real GDP is at potential output, Y1.

Now suppose there is an increase in the money supply. Other things equal, an in-
crease in the money supply reduces the interest rate, which increases investment spend-
ing, which leads to a further rise in consumer spending, and so on. So an increase in the
money supply increases the quantity of goods and services demanded, shifting the AD
curve rightward to AD2. In the short run, the economy moves to a new short - run
macroeconomic equilibrium at E2. The price level rises from P1 to P2, and real GDP
rises from Y1 to Y2. That is, both the aggregate price level and aggregate output increase
in the short run.

But the aggregate output level Y2 is above potential output. As a result, nominal
wages will rise over time, causing the short - run aggregate supply curve to shift left-
ward. This process stops only when the SRAS curve ends up at SRAS2 and the economy
ends up at point E3, a point of both short - run and long - run macroeconomic equilib-
rium. The long -run effect of an increase in the money supply, then, is that the aggre-
gate price level has increased from P1 to P3, but aggregate output is back at potential
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f i g u r e 32.1

The Short -Run and Long -Run
Effects of an Increase in the
Money Supply
An increase in the money supply generates
a positive short -run effect, but no long -run
effect, on real GDP. Here, the economy be-
gins at E1, a point of short - run and long - run
macroeconomic equilibrium. An increase in
the money supply shifts the AD curve right-
ward, and the economy moves to a new
short -run equilibrium at E2 and a new real
GDP of Y2. But E2 is not a long - run equilib-
rium: Y2 exceeds potential output, Y1, lead-
ing over time to an increase in nominal
wages. In the long run, the increase in nom-
inal wages shifts the short - run aggregate
supply curve leftward, to a new position at
SRAS2. The economy reaches a new short -
 run and long - run macroeconomic equilib-
rium at E3 on the LRAS curve, and output
falls back to potential output, Y1. The only
long - run effect of an increase in the money
supply is an increase in the aggregate price
level from P1 to P3.

Aggregate
price
level

SRAS2

SRAS1

LRAS

Y2Y1

Potential
output

P3
E3

E1

E2
P1

P2

AD2

An increase in the
money supply reduces
the interest rate and
increases aggregate
demand . . .

. . . but the eventual
rise in nominal wages
leads to a fall in
short-run aggregate
supply and aggregate 
output falls back to
potential output.

Real GDP

AD1
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output, Y1. In the long run, a monetary expansion raises the aggregate price level but
has no effect on real GDP.

If the money supply decreases, the story we have just told plays out in reverse. Other
things equal, a decrease in the money supply raises the interest rate, which decreases in-
vestment spending, which leads to a further decrease in consumer spending, and so on.
So a decrease in the money supply decreases the quantity of goods and services de-
manded at any given aggregate price level, shifting the aggregate demand curve to the
left. In the short run, the economy moves to a new short-run macroeconomic equilib-
rium at a level of real GDP below potential output and a lower aggregate price level.
That is, both the aggregate price level and aggregate output decrease in the short run.
But what happens over time? When the aggregate output level is below potential out-
put, nominal wages fall. When this happens, the short -run aggregate supply curve
shifts rightward. This process stops only when the SRAS curve ends up at a point of
both short - run and long- run macroeconomic equilibrium. The long - run effect of a de-
crease in the money supply, then, is that the aggregate price level decreases, but aggre-
gate output is back at potential output. In the long run, a monetary contraction
decreases the aggregate price level but has no effect on real GDP.

Monetary Neutrality
How much does a change in the money supply change the aggregate price level in the
long run? The answer is that a change in the money supply leads to a proportional
change in the aggregate price level in the long run. For example, if the money supply
falls 25%, the aggregate price level falls 25% in the long run; if the money supply rises
50%, the aggregate price level rises 50% in the long run.

How do we know this? Consider the following thought experiment: suppose all
prices in the economy—prices of final goods and services and also factor prices, such as
nominal wage rates—double. And suppose the money supply doubles at the same time.
What difference does this make to the economy in real terms? None. All real variables
in the economy—such as real GDP and the real value of the money supply (the amount
of goods and services it can buy)—are unchanged. So there is no reason for anyone to
behave any differently.

We can state this argument in reverse: if the economy starts out in long - run macro-
economic equilibrium and the money supply changes, restoring long - run macroeco-
nomic equilibrium requires restoring all real values to their original values. This
includes restoring the real value of the money supply to its original level. So if the
money supply falls 25%, the aggregate price level must fall 25%; if the money supply
rises 50%, the price level must rise 50%; and so on.

This analysis demonstrates the concept known as monetary neutrality, in which
changes in the money supply have no real effects on the economy. In the long run, the
only effect of an increase in the money supply is to raise the aggregate price level by an
equal percentage. Economists argue that money is neutral in the long run.

This is, however, a good time to recall the dictum of John Maynard Keynes: “In the
long run we are all dead.” In the long run, changes in the money supply don’t have any
effect on real GDP, interest rates, or anything else except the price level. But it would be
foolish to conclude from this that the Fed is irrelevant. Monetary policy does have
powerful real effects on the economy in the short run, often making the difference be-
tween recession and expansion. And that matters a lot for society’s welfare.

Changes in the Money Supply and the Interest Rate 
in the Long Run 
In the short run, an increase in the money supply leads to a fall in the interest rate, and a
decrease in the money supply leads to a rise in the interest rate. Module 29 explained that
in the long run it’s a different story: changes in the money supply don’t affect the interest
rate at all. Here we’ll review that story and discuss the reasons behind it in greater detail.

According to the concept of monetary

neutrality, changes in the money supply

have no real effects on the economy.



Figure 32.2 shows the money supply curve and the money demand curve before and
after the Fed increases the money supply. We assume that the economy is initially at E1,
in long - run macroeconomic equilibrium at potential output, and with money supply
M��1. The initial equilibrium interest rate, determined by the intersection of the money
demand curve MD1 and the money supply curve MS1, is r1.
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f i g u r e 32.2

The Long -Run Determination of
the Interest Rate
In the short run, an increase in the money supply
from M��1 to M��2 pushes the interest rate down from
r1 to r2 and the economy moves to E2, a short-run
equilibrium. In the long run, however, the aggregate
price level rises in proportion to the increase in the
money supply, leading to an increase in money de-
mand at any given interest rate in proportion to the
increase in the aggregate price level, as shown by
the shift from MD1 to MD2. The result is that the
quantity of money demanded at any given interest
rate rises by the same amount as the quantity of
money supplied. The economy moves to long-run
equilibrium at E3 and the interest rate returns to r1.

Quantity of money

r1

r2

Interest
rate, r

MD2
MD1

MS1 MS2

M2M1

E2

E3E1

An increase in the money
supply lowers the interest
rate in the short run . . .

. . . but in the long run higher
prices lead to greater money
demand, raising the interest
rate to its original level.

International Evidence of Monetary Neutrality
These days monetary policy is quite similar

among wealthy countries. Each major nation (or,

in the case of the euro, the eurozone) has a cen-

tral bank that is insulated from political pressure.

All of these central banks try to keep the aggre-

gate price level roughly stable, which usually

means inflation of at most 2% to 3% per year.

But if we look at a longer period and a wider

group of countries, we see large differences in the

growth of the money supply. Between 1970 and

the present, the money supply rose only a few

percentage points per year in countries such as

Switzerland and the United States, but rose much

more rapidly in some poorer countries, such as

South Africa. These differences allow us to see

whether it is really true that increases in the

money supply lead, in the long run, to equal per-

centage increases in the aggregate price level.

The figure shows the annual percentage in-

creases in the money supply and average annual

increases in the aggregate price level—that is,

the average rate of inflation—for a sample of

countries during the period 1970–2007, with

each point representing a country. If the relation-

ship between increases in the money supply and

changes in the aggregate price level were exact,

the points would lie precisely on a 45-degree line.

In fact, the relationship isn’t exact because other

factors besides money affect the aggregate price

level. But the scatter of points clearly lies close to

a 45-degree line, showing a more or less propor-

tional relationship between money and the aggre-

gate price level. That is, the data support the

concept of monetary neutrality in the long run.
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Now suppose the money supply increases from M��1 to M��2. In the short run, the econ-
omy moves from E1 to E2 and the interest rate falls from r1 to r2. Over time, however,
the aggregate price level rises, and this raises money demand, shifting the money de-
mand curve rightward from MD1 to MD2. The economy moves to a new long-run equi-
librium at E3, and the interest rate rises to its original level of r1.

How do we know that the long - run equilibrium interest rate is the original interest
rate, r1? Because the eventual increase in money demand is proportional to the increase
in money supply, thus counteracting the initial downward effect on interest rates. Let’s
follow the chain of events to see why. With monetary neutrality, an increase in the
money supply is matched by a proportional increase in the price level in the long run. If
the money supply rises by, say, 50%, the price level will also rise by 50%. Changes in the
price level, in turn, cause proportional changes in the demand for money. So a 50% in-
crease in the money supply raises the aggregate price level by 50%, which increases the
quantity of money demanded at any given interest rate by 50%. Thus, at the initial in-
terest rate of r1, the quantity of money demanded rises exactly as much as the money
supply, and r1 is again the equilibrium interest rate. In the long run, then, changes in
the money supply do not affect the interest rate.
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Check Your Understanding 
1. Suppose the economy begins in long-run macroeconomic

equilibrium. What is the long-run effect on the aggregate price
level of a 5% increase in the money supply? Explain.

2. Again supposing the economy begins in long-run
macroeconomic equilibrium, what is the long-run effect on the
interest rate of a 5% increase in the money supply? Explain.

Solutions appear at the back of the book.

Tackle the Test: Multiple-Choice Questions
1. In the long run, changes in the quantity of money affect which

of the following?
I. real aggregate output

II. interest rates
III. the aggregate price level

a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

2. An increase in the money supply will lead to which of the
following in the short run?
a. higher interest rates
b. decreased investment spending
c. decreased consumer spending
d. increased aggregate demand
e. lower real GDP

3. A 10% decrease in the money supply will change the aggregate
price level in the long run by
a. zero.
b. less than 10%.

c. 10%.
d. 20%.
e. more than 20%.

4. Monetary neutrality means that, in the long run, changes in the
money supply
a. can not happen.
b. have no effect on the economy.
c. have no real effect on the economy.
d. increase real GDP.
e. change real interest rates.

5. A graph of percentage increases in the money supply and
average annual increases in the price level for various countries
provides evidence that 
a. changes in the two variables are exactly equal.
b. the money supply and aggregate price level are unrelated.
c. money neutrality holds only in wealthy countries.
d. monetary policy is ineffective.
e. money is neutral in the long run.
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Tackle the Test: Free-Response Questions
1. Assume the central bank increases the quantity of money by

25%, even though the economy is initially in both short -run and
long -run macroeconomic equilibrium. Describe the effects, in
the short run and in the long run (giving numbers where
possible), on the following:
a. aggregate output
b. the aggregate price level
c. the real value of the money supply (its purchasing power for

goods and services)
d. the interest rate

Answer (8 points)

1 point: Aggregate output rises in the short run.

1 point: Aggregate output falls back to potential output in the long run.

1 point: The aggregate price level rises in the short run (by less than 25%).

1 point: The aggregate price level rises by 25% in the long run.

1 point: The real value of the money supply increases in the short run.

1 point: The real value of the money supply does not change (relative to its
original value) in the long run.

1 point: The interest rate falls in the short run.

1 point: The interest rate rises back to its original level in the long run.

2. a. Draw a correctly labeled graph of aggregate demand and
supply showing an economy in long-run macroeconomic
equilibrium.

b. On your graph, show what happens in the short run if the
central bank increases the money supply to pay off a
government deficit. Explain.

c. On your graph, show what will happen in the long run.
Explain.



Module 33
Types of Inflation,
Disinflation, and
Deflation
We have seen that monetary policy affects economic welfare in the short-run. Let’s take
a closer look at two phenomena that involve monetary policy: inflation and deflation.

Money and Inflation
In the summer of 2008, the African nation of Zimbabwe achieved the unenviable dis-
tinction of having the world’s highest inflation rate: 11 million percent a year. Although
the United States has not experienced the inflation levels that some countries have seen,
in the late 1970s and early 1980s, consumer prices were rising at an annual rate as high
as 13%. The policies that the Federal Reserve instituted to reduce this high level led to
the deepest recession since the Great Depression. As we’ll see later, moderate levels of in-
flation such as those experienced in the United States—even the double-digit inflation
of the late 1970s—can have complex causes. Very high inflation, the type suffered by
Zimbabwe, is associated with rapid increases in the money supply while the causes of
moderate inflation, the type experienced in the United States, are quite different.

To understand what causes inflation, we need to revisit the effect of changes in the
money supply on the overall price level. Then we’ll turn to the reasons why govern-
ments sometimes increase the money supply very rapidly.

The Classical Model of Money and Prices
We learned that in the short run an increase in the money supply increases real GDP by
lowering the interest rate and stimulating investment spending and consumer spend-
ing. However, in the long run, as nominal wages and other sticky prices rise, real GDP
falls back to its original level. So in the long run, an increase in the money supply does
not change real GDP. Instead, other things equal, it leads to an equal percentage rise in
the overall price level; that is, the prices of all goods and services in the economy, includ-
ing nominal wages and the prices of intermediate goods, rise by the same percentage as

What you will learn 
in this Module:
• The classical model of the

price level

• Why efforts to collect an

inflation tax by printing

money can lead to high rates

of inflation and even

hyperinflation

• The types of inflation:

cost-push and demand-pull
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the money supply. And when the overall price level rises, the aggre-
gate price level—the prices of all final goods and services—rises as
well. As a result, a change in the nominal money supply, M, leads in
the long run to a change in the aggregate price level, P, that leaves the
real quantity of money, M/P, at its original level. As a result, there is
no long-run effect on aggregate demand or real GDP. For example,
when Turkey dropped six zeros from its currency, the Turkish lira, in
January 2005, Turkish real GDP did not change. The only thing that
changed was the number of zeros in prices: instead of something
costing 2,000,000 lira, it cost 2 lira.

This is, to repeat, what happens in the long run. When analyzing
large changes in the aggregate price level, however, macroeconomists
often find it useful to ignore the distinction between the short run
and the long run. Instead, they work with a simplified model in which

the effect of a change in the money supply on the aggregate price level takes place instan-
taneously rather than over a long period of time. You might be concerned about this as-
sumption given the emphasis we’ve placed on the difference between the short run and
the long run. However, for reasons we’ll explain shortly, this is a reasonable assumption
to make in the case of high inflation.

The simplified model in which the real quantity of money, M/P, is always at its long-
 run equilibrium level is known as the classical model of the price level because it was
commonly used by “classical” economists prior to the influence of John Maynard
Keynes. To understand the classical model and why it is useful in the context of high
inflation, let’s revisit the AD–AS model and what it says about the effects of an increase
in the money supply. (Unless otherwise noted, we will always be referring to changes in
the nominal supply of money.)

Figure 33.1 reviews the effects of an increase in the money supply according to the
AD–AS model. The economy starts at E1, a point of short - run and long -run macroeco-
nomic equilibrium. It lies at the intersection of the aggregate demand curve, AD1, and
the short - run aggregate supply curve, SRAS1. It also lies on the long - run aggregate sup-
ply curve, LRAS. At E1, the equilibrium aggregate price level is P1.

Now suppose there is an increase in the money supply. This is an expansionary mon-
etary policy, which shifts the aggregate demand curve to the right, to AD2, and moves
the economy to a new short -run macroeconomic equilibrium at E2. Over time, however,
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The Turkish currency is the lira. When
Turkey made 1,000,000 “old” lira 
equivalent to 1 “new” lira, real GDP 
was unaffected because of the neutrality
of money.
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f i g u r e 33.1

The Classical Model of the
Price Level
Starting at E1, an increase in the money supply
shifts the aggregate demand curve rightward, as
shown by the movement from AD1 to AD2. There
is a new short -run macroeconomic equilibrium
at E2 and a higher price level at P2. In the long
run, nominal wages adjust upward and push the
SRAS curve leftward to SRAS2. The total percent
increase in the price level from P1 to P3 is equal
to the percent increase in the money supply. In
the classical model of the price level, we ignore
the transition period and think of the price level
as rising to P3 immediately. This is a good ap-
proximation under conditions of high inflation. Y2YP Real GDP

P3

Aggregate
price
level

P1

P2

Potential
output

E3

E1 E2

AD2

AD1

SRAS2

SRAS1

LRAS

According to the classical model of the

price level, the real quantity of money is

always at its long -run equilibrium level.
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nominal wages adjust upward in response to the rise in the aggregate price level, and the
SRAS curve shifts to the left, to SRAS2. The new long - run macroeconomic equilibrium is
at E3, and real GDP returns to its initial level. The long - run increase in the aggregate
price level from P1 to P3 is proportional to the increase in the money supply. As a result,
in the long run changes in the money supply have no effect on the real quantity of
money, M/P, or on real GDP. In the long run, money—as we learned—is neutral.

The classical model of the price level ignores the short - run movement from E1 to E2,
assuming that the economy moves directly from one long  -run equilibrium to another
long - run equilibrium. In other words, it assumes that the economy moves directly
from E1 to E3 and that real GDP never changes in response to a change in the money
supply. In effect, in the classical model the effects of money supply changes are ana-
lyzed as if the short - run as well as the long - run aggregate supply curves were vertical.

In reality, this is a poor assumption during periods of low inflation. With a low in-
flation rate, it may take a while for workers and firms to react to a monetary expansion
by raising wages and prices. In this scenario, some nomi-
nal wages and the prices of some goods are sticky in the
short run. As a result, under low inflation there is an 
upward -sloping SRAS curve, and changes in the money
supply can indeed change real GDP in the short run.

But what about periods of high inflation? In the face
of high inflation, economists have observed that the
short - run stickiness of nominal wages and prices tends
to vanish. Workers and businesses, sensitized to infla-
tion, are quick to raise their wages and prices in response
to changes in the money supply. This implies that under
high inflation there is a quicker adjustment of wages and
prices of intermediate goods than occurs in the case of
low inflation. So the short - run aggregate supply curve
shifts leftward more quickly and there is a more rapid re-
turn to long - run equilibrium under high inflation. As a result, the classical model of
the price level is much more likely to be a good approximation of reality for economies
experiencing persistently high inflation. 

The consequence of this rapid adjustment of all prices in the economy is that in
countries with persistently high inflation, changes in the money supply are quickly
translated into changes in the inflation rate. Let’s look at Zimbabwe. Figure 33.2 shows

With a low inflation rate, it may take
a while for workers and firms to react
to a monetary expansion by raising
wages and prices.
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Money Supply Growth and
Inflation in Zimbabwe
This figure, drawn on a logarithmic scale,
shows the annual rates of change of the
money supply and the price level in Zim-
babwe from 2003 through January 2008.
The surges in the money supply were
quickly reflected in a roughly equal surge in
the price level.
Source: Reserve Bank of Zimbabwe.
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the annual rate of growth in the money supply and the annual rate of change of con-
sumer prices from 2003 through January 2008. As you can see, the surge in the growth
rate of the money supply coincided closely with a roughly equal surge in the inflation
rate. Note that to fit these very large percentage increases—exceeding 100,000 percent—
onto the figure, we have drawn the vertical axis using a logarithmic scale.

In late 2008, Zimbabwe’s inflation rate reached 231 million percent. What leads a
country to increase its money supply so much that the result is an inflation rate in the
millions of percent?

The Inflation Tax
Modern economies use fiat money—pieces of paper that have no intrinsic value but are ac-
cepted as a medium of exchange. In the United States and most other wealthy countries,
the decision about how many pieces of paper to issue is placed in the hands of a central
bank that is somewhat independent of the political process. However, this independence
can always be taken away if politicians decide to seize control of monetary policy.

So what is to prevent a government from paying for some of its expenses not by rais-
ing taxes or borrowing but simply by printing money? Nothing. In fact, governments,
including the U.S. government, do it all the time. How can the U.S. government do this,
given that the Federal Reserve, not the U.S. Treasury, issues money? The answer is that
the Treasury and the Federal Reserve work in concert. The Treasury issues debt to fi-
nance the government’s purchases of goods and services, and the Fed monetizes the debt
by creating money and buying the debt back from the public through open -market
purchases of Treasury bills. In effect, the U.S. government can and does raise revenue
by printing money.

For example, in February 2010, the U.S. monetary base—bank reserves plus currency
in circulation—was $559 billion larger than it had been a year earlier. This occurred be-
cause, over the course of that year, the Federal Reserve had issued $559 billion in
money or its electronic equivalent and put it into circulation mainly through open -
market operations. To put it another way, the Fed created money out of thin air and
used it to buy valuable government securities from the private sector. It’s true that the
U.S. government pays interest on debt owned by the Federal Reserve—but the Fed, by
law, hands the interest payments it receives on government debt back to the Treasury,
keeping only enough to fund its own operations. In effect, then, the Federal Reserve’s
actions enabled the government to pay off $559 billion in outstanding government
debt by printing money.

An alternative way to look at this is to say that the right to print money is itself a
source of revenue. Economists refer to the revenue generated by the government’s right
to print money as seignorage, an archaic term that goes back to the Middle Ages. It refers
to the right to stamp gold and silver into coins, and charge a fee for doing so, that me-
dieval lords—seigneurs, in France—reserved for themselves.

Seignorage accounts for only a tiny fraction (less than 1%) of the U.S. government’s
budget. Furthermore, concerns about seignorage don’t have any influence on the Fed-
eral Reserve’s decisions about how much money to print; the Fed is worried about in-
flation and unemployment, not revenue. But this hasn’t always been true, even in the
United States: both sides relied on seignorage to help cover budget deficits during the
Civil War. And there have been many occasions in history when governments turned to
their printing presses as a crucial source of revenue. According to the usual scenario, a
government finds itself running a large budget deficit—and lacks either the compe-
tence or the political will to eliminate this deficit by raising taxes or cutting spending.
Furthermore, the government can’t borrow to cover the gap because potential lenders
won’t extend loans, given the fear that the government’s weakness will continue and
leave it unable to repay its debts.

In such a situation, governments end up printing money to cover the budget deficit.
But by printing money to pay its bills, a government increases the quantity of money in
circulation. And as we’ve just seen, increases in the money supply translate into equally
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large increases in the aggregate price level. So printing money to cover a budget deficit
leads to inflation.

Who ends up paying for the goods and services the government purchases with
newly printed money? The people who currently hold money pay. They pay because in-
flation erodes the purchasing power of their money holdings. In other words, a govern-
ment imposes an inflation tax, a reduction in the value of the money held by the
public, by printing money to cover its budget deficit and creating inflation.

It’s helpful to think about what this tax represents. If the inflation rate is 5%,
then a year from now $1 will buy goods and services worth only about $0.95 today.
So a 5% inflation rate in effect imposes a tax rate of 5% on the value of all money
held by the public.

But why would any government push the inflation tax to rates of hundreds or thou-
sands of percent? We turn next to the process by which high inflation turns into explo-
sive hyperinflation.

The Logic of Hyperinflation
Inflation imposes a tax on individuals who hold money. And, like most taxes,
it will lead people to change their behavior. In particular, when inflation is
high, people will try to avoid holding money and will instead substitute real
goods as well as interest -bearing assets for money. During the German hyper-
inflation, people began using eggs or lumps of coal as a medium of exchange.
They did this because lumps of coal maintained their real value over time but
money didn’t. Indeed, during the peak of German hyperinflation, people often
burned paper money, which was less valuable than wood. Moreover, people
don’t just reduce their nominal money holdings—they reduce their real money
holdings, cutting the amount of money they hold so much that it actually has
less purchasing power than the amount of money they would hold if inflation
were low. Why? Because the more real money holdings they have, the greater
the real amount of resources the government captures from them through the
inflation tax.

We are now prepared to understand how countries can get themselves into
situations of extreme inflation. High inflation arises when the government
must print a large quantity of money, imposing a large inflation tax, to cover a
large budget deficit.

Now, the seignorage collected by the government over a short period—say, one
month—is equal to the change in the money supply over that period. Let’s use M to rep-
resent the money supply and the symbol Δ to mean “monthly change in.” Then:

(33-1) Seignorage = ΔM

The money value of seignorage, however, isn’t very informative by itself. After all, the
whole point of inflation is that a given amount of money buys less and less over time.
So it’s more useful to look at real seignorage, the revenue created by printing money di-
vided by the price level, P:

(33-2) Real seignorage = ΔM/P

Equation 33-2 can be rewritten by dividing and multiplying by the current level of
the money supply, M, giving us:

(33-3) Real seignorage = (ΔM/M) × (M/P)

or

Real seignorage = Rate of growth of the money supply × Real money supply
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In the 1920s, hyperinflation made
German currency worth so little
that children made kites from 
banknotes.
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An inflation tax is a reduction in 

the value of money held by the public 

caused by inflation.
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But as we’ve just explained, in the face of high inflation the public reduces the real
amount of money it holds, so that the far right - hand term in Equation 33-3, M/P,
gets smaller. Suppose that the government needs to print enough money to pay for a
given quantity of goods and services—that is, it needs to collect a given real amount
of seignorage. Then, as people hold smaller amounts of real money due to a high rate
of inflation, the government has to respond by accelerating the rate of growth of the
money supply, ΔM/M. This will lead to an even higher rate of inflation. And people
will respond to this new higher rate of inflation by reducing their real money hold-
ings, M/P, yet again. As the process becomes self - reinforcing, it can easily spiral out of
control. Although the amount of real seignorage that the government must ulti-
mately collect to pay off its deficit does not change, the inflation rate the govern-
ment needs to impose to collect that amount rises. So the government is forced to
increase the money supply more rapidly, leading to an even higher rate of inflation,
and so on.

Here’s an analogy: imagine a city government that tries to raise a lot of money
with a special fee on taxi rides. The fee will raise the cost of taxi

rides, and this will cause people to turn to substitutes, such
as walking or taking the bus. As taxi use declines,

the government finds that its tax revenue de-
clines and it must impose a higher fee to raise
the same amount of revenue as before. You
can imagine the ensuing vicious circle: the

government imposes fees on taxi rides, which
leads to less taxi use, which causes the government to raise

the fee on taxi rides, which leads to even less taxi use, and so on. 
Substitute the real money supply for taxi rides and the inflation rate for the in-

crease in the fee on taxi rides, and you have the story of hyperinflation. A race develops
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Zimbabwe’s Inflation
Zimbabwe offers a recent example of a country

experiencing very high inflation. Figure 33.2

showed that surges in Zimbabwe’s money sup-

ply growth were matched by almost simultane-

ous surges in its inflation rate. But looking at

rates of change doesn’t give a true feel for just

how much prices went up.

The figure here shows Zimbabwe’s consumer

price index from 1999 to June 2008, with the

2000 level set equal to 100. As in Figure 33.2,

we use a logarithmic scale, which lets us draw

equal -sized percent changes as the same size.

Over the course of about nine years, consumer

prices rose by approximately 4.5 trillion percent.

Why did Zimbabwe’s government pursue

policies that led to runaway inflation? The rea-

son boils down to political instability, which in

turn had its roots in Zimbabwe’s history. Until

the 1970s, Zimbabwe had been ruled by its

small white minority; even after the shift to ma-

jority rule, many of the country’s farms re-

mained in the hands of whites. Eventually

Robert Mugabe, Zimbabwe’s president, tried to

solidify his position by seizing these farms and

turning them over to his

political supporters. But

because this seizure

disrupted production,

the result was to under-

mine the country’s

economy and its tax

base. It became impos-

sible for the country’s

government to balance

its budget either by

raising taxes or by cut-

ting spending. At the

same time, the regime’s

instability left Zim-

babwe unable to borrow

money in world markets. Like many others be-

fore it, Zimbabwe’s government turned to the

printing press to cover the gap—leading to

massive inflation.
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between the government printing presses and the public: the presses churn out money
at a faster and faster rate to try to compensate for the fact that the public is reducing
its real money holdings. At some point the inflation rate explodes into hyperinflation,
and people are unwilling to hold any money at all (and resort to trading in eggs and
lumps of coal). The government is then forced to abandon its use of the inflation tax
and shut down the printing presses.

Moderate Inflation and Disinflation
The governments of wealthy, politically stable countries like the United States and
Britain don’t find themselves forced to print money to pay their bills. Yet over the past
40 years both countries, along with a number of other nations, have experienced un-
comfortable episodes of inflation. In the United States, the inflation rate peaked at
13% in 1980. In Britain, the inflation rate reached 26% in 1975. Why did policy makers
allow this to happen?

Using the aggregate demand and supply model, we can see that there are two possi-
ble changes that can lead to an increase in the aggregate price level: a decrease in aggre-
gate supply or an increase in aggregate demand. Inflation that is caused by a
significant increase in the price of an input with economy-wide importance is called
cost-push inflation. For example, it is argued that the oil crisis in the 1970s led to an
increase in energy prices in the United States, causing a leftward shift of the aggregate
supply curve, increasing the aggregate price level. However, aside from crude oil, it is
difficult to think of examples of inputs with economy-wide importance that experience
significant price increases. 

Inflation that is caused by an increase in aggregate demand is known as demand-
pull inflation. When a rightward shift of the aggregate demand curve leads to an in-
crease in the aggregate price level, the economy experiences demand-pull inflation.
This is sometimes referred to by the phrase “too much money chasing too few goods,”
which means that the aggregate demand for goods and services is outpacing the aggre-
gate supply and driving up the prices of goods.

In the short run, policies that produce a booming economy also tend to lead to
higher inflation, and policies that reduce inflation tend to depress the economy. This
creates both temptations and dilemmas for governments.

Imagine yourself as a politician facing an election in a year, and suppose that 
inflation is fairly low at the moment. You might well be tempted to pursue expansion-
ary policies that will push the unemployment rate down, as a way to please voters,
even if your economic advisers warn that this will eventually lead to higher inflation.
You might also be tempted to find different economic advisers, who will tell you 
not to worry: in politics, as in ordinary life, wishful thinking often prevails over realis-
tic analysis.

Conversely, imagine yourself as a politician in an economy suffering from inflation.
Your economic advisers will probably tell you that the only way to bring inflation down
is to push the economy into a recession, which will lead to temporarily higher unem-
ployment. Are you willing to pay that price? Maybe not.

This political asymmetry—inflationary policies often produce short -term political
gains, but policies to bring inflation down carry short -term political costs—explains
how countries with no need to impose an inflation tax sometimes end up with serious
inflation problems. For example, that 26% rate of inflation in Britain was largely the re-
sult of the British government’s decision in 1971 to pursue highly expansionary mone-
tary and fiscal policies. Politicians disregarded warnings that these policies would be
inflationary and were extremely reluctant to reverse course even when it became clear
that the warnings had been correct.

But why do expansionary policies lead to inflation? To answer that question, we
need to look first at the relationship between output and unemployment.
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Cost-push inflation is inflation that is

caused by a significant increase in the price

of an input with economy-wide importance.

Demand-pull inflation is inflation that is

caused by an increase in aggregate demand.
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The Output Gap and the Unemployment Rate
Earlier we introduced the concept of potential output, the level of real GDP that the
economy would produce once all prices had fully adjusted. Potential output typically
grows steadily over time, reflecting long - run growth. However, as we learned from the
aggregate demand–aggregate supply model, actual aggregate output fluctuates
around potential output in the short run: a recessionary gap arises when actual aggre-
gate output falls short of potential output; an inflationary gap arises when actual ag-
gregate output exceeds potential output. Recall that the percentage difference
between the actual level of real GDP and potential output is called the output gap. A
positive or negative output gap occurs when an economy is producing more than or
less than what would be “expected” because all prices have not yet adjusted. And
wages, as we’ve learned, are the prices in the labor market.

Meanwhile, we learned that the unemployment rate is composed of cyclical unem-
ployment and natural unemployment, the portion of the unemployment rate unaf-
fected by the business cycle. So there is a relationship between the unemployment rate
and the output gap. This relationship is defined by two rules:

■ When actual aggregate output is equal to potential output, the actual unemploy-
ment rate is equal to the natural rate of unemployment.

■ When the output gap is positive (an inflationary gap), the unemployment rate is
below the natural rate. When the output gap is negative (a recessionary gap), the un-
employment rate is above the natural rate.

In other words, fluctuations of aggregate output around the long - run trend of po-
tential output correspond to fluctuations of the unemployment rate around the nat-
ural rate.

This makes sense. When the economy is producing less than potential output—
when the output gap is negative—it is not making full use of its productive 
resources. Among the resources that are not fully used is labor, the economy’s 
most important resource. So we would expect a negative output gap to be associated
with unusually high unemployment. Conversely, when the economy is producing
more than potential output, it is temporarily using resources at higher-than-
normal rates. With this positive output gap, we would expect to see lower -
than - normal unemployment.

Figure 33.3 confirms this rule. Panel (a) shows the actual and natural rates of un-
employment, as estimated by the Congressional Budget Office (CBO). Panel (b)
shows two series. One is cyclical unemployment: the difference between the actual
unemployment rate and the CBO estimate of the natural rate of unemployment,
measured on the left. The other is the CBO estimate of the output gap, measured on
the right. To make the relationship clearer, the output gap series is inverted—shown
upside down—so that the line goes down if actual output rises above potential out-
put and up if actual output falls below potential output. As you can see, the two se-
ries move together quite closely, showing the strong relationship between the
output gap and cyclical unemployment. Years of high cyclical unemployment, like
1982 or 2009, were also years of a strongly negative output gap. Years of low cyclical
unemployment, like the late 1960s or 2000, were also years of a strongly positive
output gap.
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f i g u r e 33.3

Cyclical Unemployment and
the Output Gap
Panel (a) shows the actual U.S. unemploy-
ment rate from 1949 to 2009, together
with the Congressional Budget Office esti-
mate of the natural rate of unemploy-
ment. The actual rate fluctuates around
the natural rate, often for extended peri-
ods. Panel (b) shows cyclical unemploy-
ment—the difference between the actual
unemployment rate and the natural rate
of unemployment—and the output gap,
also estimated by the CBO. The unem-
ployment rate is measured on the left ver-
tical axis, and the output gap is measured
with an inverted scale on the right vertical
axis. With an inverted scale, it moves in
the same direction as the unemployment
rate: when the output gap is positive, the
actual unemployment rate is below its
natural rate; when the output gap is neg-
ative, the actual unemployment rate is
above its natural rate. The two series
track one another closely, showing the
strong relationship between the output
gap and cyclical unemployment.
Source: Congressional Budget Office; Bureau of
Labor Statistics; Bureau of Economic Analysis.
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Check Your Understanding 
1. Suppose there is a large increase in the money supply in an

economy that previously had low inflation. As a consequence,
aggregate output expands in the short run. What does this 
say about situations in which the classical model of the price
level applies?

2. Suppose that all wages and prices in an economy are indexed to
inflation. Can there still be an inflation tax?

Solutions appear at the back of the book.
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Tackle the Test: Multiple-Choice Questions
1. The real quantity of money is

I. equal to M/P.
II. the money supply adjusted for inflation.

III. higher in the long run when the Fed buys government
securities.

a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

2. In the classical model of the price level
a. only the short-run aggregate supply curve is vertical.
b. both the short-run and long-run aggregate supply curves 

are vertical.
c. only the long-run aggregate supply curve is vertical.
d. both the short-run aggregate demand and supply curves 

are vertical.
e. both the long-run aggregate demand and supply curves 

are vertical.

3. The classical model of the price level is most applicable in 
a. the United States.
b. periods of high inflation.
c. periods of low inflation.
d. recessions.
e. depressions.

4. An inflation tax is
a. imposed by governments to offset price increases.
b. paid directly as a percentage of the sale price on purchases.
c. the result of a decrease in the value of money held by the public.
d. generally levied by states rather than the federal government.
e. higher during periods of low inflation.

5. Revenue generated by the government’s right to print money is
known as
a. seignorage.
b. an inflation tax.
c. hyperinflation.
d. fiat money.
e. monetary funds.

Tackle the Test: Free-Response Questions
1. Use a correctly labeled aggregate supply and demand graph to

illustrate cost-push inflation. Give an example of what might
cause cost-push inflation in the economy.

Answer (9 points)

1 point: Aggregate price level on vertical axis and real GDP on horizontal axis

1 point: AD downward sloping and labeled

1 point: SRAS upward sloping and labeled

1 point: LRAS vertical and labeled

1 point: Potential output labeled at horizontal intercept of LRAS

1 point: Long-run macroeconomic equilibrium aggregate price level labeled
on vertical axis at intersection of SRAS, LRAS, and AD

1 point: Leftward shift of the SRAS curve

Y2 YP Real GDP

Aggregate
price
level

P1

P2

E1

E2

AD

SRAS2

SRAS1

LRAS

1 point: Higher equilibrium aggregate price level at new intersection of SRAS
and AD

1 point: This could be caused by anything that would shift the short-run
aggregate supply curve to the left, such as an increase in the price of energy,
labor, or another input with economy-wide importance.

2. Draw a correctly labeled aggregate demand and supply graph
showing an economy in long-run macroeconomic equilibrium.
On your graph, show the effect of an increase in the money
supply, according to the classical model of the price level.



What you will learn 
in this Module:
• What the Phillips curve is and

the nature of the short -run

trade-off between inflation

and unemployment

• Why there is no long -run

trade-off between inflation

and unemployment

• Why expansionary policies

are limited due to the effects

of expected inflation

• Why even moderate levels of

inflation can be hard to end

• Why deflation is a problem

for economic policy and

leads policy makers to 

prefer a low but positive

inflation rate
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Module 34
Inflation and
Unemployment:
The Phillips Curve

The Short -Run Phillips Curve
We’ve just seen that expansionary policies lead to a lower unemployment rate. Our next
step in understanding the temptations and dilemmas facing governments is to show
that there is a short-run trade-off between unemployment and inflation—lower unem-
ployment tends to lead to higher inflation, and vice versa. The key concept is that of
the Phillips curve.

The origins of this concept lie in a famous 1958 paper by the New Zealand–born
economist Alban W. H. Phillips. Looking at historical data for Britain, he found 
that when the unemployment rate was high, the wage rate tended to fall, and when
the unemployment rate was low, the wage rate tended to rise. Using data from
Britain, the United States, and elsewhere, other economists soon found a similar ap-
parent relationship between the unemployment rate and the rate of inflation—that
is, the rate of change in the aggregate price level. For example, Figure 34.1 on the
next page shows the U.S. unemployment rate and the rate of consumer price infla-
tion over each subsequent year from 1955 to 1968, with each dot representing one
year’s data.

Looking at evidence like Figure 34.1, many economists concluded that there is a
negative short -run relationship between the unemployment rate and the inflation rate,
represented by the short - run Phillips curve, or SRPC. (We’ll explain the difference be-
tween the short-run and the long-run Phillips curve soon.) Figure 34.2 on the next page
shows a hypothetical short - run Phillips curve.

Early estimates of the short - run Phillips curve for the United States were very sim-
ple: they showed a negative relationship between the unemployment rate and the infla-
tion rate, without taking account of any other variables. During the 1950s and 1960s
this simple approach seemed, for a while, to be adequate. And this simple relationship
is clear in the data in Figure 34.1.

The short -run Phillips curve is the

negative short -run relationship between the

unemployment rate and the inflation rate.



Even at the time, however, some economists argued that a more accurate short -
 run Phillips curve would include other factors. Previously, we discussed the effect 
of supply shocks, such as sudden changes in the price of oil, that shift the short - run
aggregate supply curve. Such shocks also shift the short - run Phillips curve: surging
oil prices were an important factor in the inflation of the 1970s and also played 
an important role in the acceleration of inflation in 2007–2008. In general, a nega-
tive supply shock shifts SRPC up, as the inflation rate increases for every level of 
the unemployment rate, and a positive supply shock shifts it down as the inflation
rate falls for every level of the unemployment rate. Both outcomes are shown in 
Figure 34.3.

But supply shocks are not the only factors that can change the inflation rate. In
the early 1960s, Americans had little experience with inflation as inflation rates had
been low for decades. But by the late 1960s, after inflation had been steadily increas-
ing for a number of years, Americans had come to expect future inflation. In 1968
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f i g u r e 34.1

Unemployment and Inflation,
1955–1968
Each dot shows the average U.S. unemployment
rate for one year and the percentage increase in
the consumer price index over the subsequent
year. Data like this lay behind the initial concept
of the Phillips curve.
Source: Bureau of Labor Statistics.
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The Short -Run Phillips Curve
The short -run Phillips curve, SRPC, slopes
downward  because the relationship between
the unemployment rate and the inflation rate
is negative.
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two economists—Milton Friedman of the University of Chicago and Edmund Phelps
of Columbia University—independently set forth a crucial hypothesis: that expecta-
tions about future inflation directly affect the present inflation rate. Today most
economists accept that the expected inflation rate—the rate of inflation that employers
and workers expect in the near future—is the most important factor, other than the
unemployment rate, affecting inflation.

Inflation Expectations and the Short -Run Phillips Curve
The expected rate of inflation is the rate that employers and workers expect in the near
future. One of the crucial discoveries of modern macroeconomics is that changes in the
expected rate of inflation affect the short -run trade - off between unemployment and in-
flation and shift the short-run Phillips curve.

Why do changes in expected inflation affect the short - run Phillips curve? Put your-
self in the position of a worker or employer about to sign a contract setting the
worker’s wages over the next year. For a number of reasons, the wage rate they agree to
will be higher if everyone expects high inflation (including rising wages) than if every-
one expects prices to be stable. The worker will want a wage rate that takes into account
future declines in the purchasing power of earnings. He or she will also want a wage
rate that won’t fall behind the wages of other workers. And the employer will be more
willing to agree to a wage increase now if hiring workers later will be even more expen-
sive. Also, rising prices will make paying a higher wage rate more affordable for the em-
ployer because the employer’s output will sell for more.

For these reasons, an increase in expected inflation shifts the short -run Phillips
curve upward: the actual rate of inflation at any given unemployment rate is higher
when the expected inflation rate is higher. In fact, macroeconomists believe that the re-
lationship between changes in expected inflation and changes in actual inflation is
one -to -one. That is, when the expected inflation rate increases, the actual inflation rate
at any given unemployment rate will increase by the same amount. When the expected
inflation rate falls, the actual inflation rate at any given level of unemployment will fall
by the same amount.

Figure 34.4 on the next page shows how the expected rate of inflation affects the
short -run Phillips curve. First, suppose that the expected rate of inflation is 0%. SRPC0

is the short -run Phillips curve when the public expects 0% inflation. According to
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f i g u r e 34.3

The Short-Run Phillips Curve
and Supply Shocks
A negative supply shock shifts the SRPC up, and a
positive supply shock shifts the SRPC down.
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SRPC0, the actual inflation rate will be 0% if the unemployment rate is 6%; it will be 2%
if the unemployment rate is 4%.

Alternatively, suppose the expected rate of inflation is 2%. In that case, employers
and workers will build this expectation into wages and prices: at any given unemploy-
ment rate, the actual inflation rate will be 2 percentage points higher than it would be
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f i g u r e 34.4

Expected Inflation and the
Short - Run Phillips Curve
An increase in expected inflation shifts the
short -run Phillips curve up. SRPC0 is the initial
short - run Phillips curve with an expected infla-
tion rate of 0%; SRPC2 is the short -run Phillips
curve with an expected inflation rate of 2%.
Each additional percentage point of expected in-
flation raises the actual inflation rate at any
given unemployment rate by 1 percentage point.
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From the Scary Seventies to the Nifty Nineties
Figure 34.1 showed that the American experi-

ence during the 1950s and 1960s supported

the belief in the existence of a short-run Phillips

curve for the U.S. economy, with a short -run

trade-off between unemployment and inflation.

After 1969, however, that relationship ap-

peared to fall apart according to the data. The

figure here plots the course of U.S. unemploy-

ment and inflation rates from 1961 to 1990. As

you can see, the course looks more like a tan-

gled piece of yarn than like a smooth curve.

Through much of the 1970s and early 1980s,

the economy suffered from a combination of

above - average unemployment rates coupled

with inflation rates unprecedented in modern

American history. This condition came to be

known as stagflation—for stagnation combined

with high inflation. In the late 1990s, by con-

trast, the economy was experiencing a blissful

combination of low unemployment and low in-

flation. What explains these developments?

Part of the answer can be attributed to 

a series of negative supply shocks that the

U.S. economy suffered during the 1970s. 

The price of oil, in particular, soared as 

wars and revolutions in the Middle East led 

to a reduction in oil supplies and as 

oil-exporting countries deliberately curbed

production to drive up prices. Compounding

the oil price shocks, there was also a slow-

down in labor productivity growth. Both of

these factors shifted the

short-run Phillips curve up-

ward. During the 1990s, by

contrast, supply shocks were

positive. Prices of oil and

other raw materials were gen-

erally falling, and productivity

growth accelerated. As a re-

sult, the short-run Phillips

curve shifted downward.

Equally important, however,

was the role of expected infla-

tion. As mentioned earlier, 

inflation accelerated during

the 1960s. During the 1970s,

the public came to expect high inflation, 

and this also shifted the short-run Phillips

curve up. It took a sustained and costly effort

during the 1980s to get inflation back down.

The result, however, was that expected infla-

tion was very low by the late 1990s, allowing

actual inflation to be low even with low rates

of unemployment. 

fy i

14%

12

10

8

6

4

2

Inflation
rate 

Unemployment rate 

1971
1961

1969

1973

1979

1975

1982

1990

0 3 5 7 9 6 10% 4 8



m o d u l e 3 4 I n f l a t i o n  a n d  U n e m p l o y m e n t :  T h e  P h i l l i p s  C u r v e 335

S
e

c
tio

n
 6

 In
fla

tio
n

, U
n

e
m

p
lo

y
m

e
n

t, a
n

d
 S

ta
b

iliz
a

tio
n

 P
o

lic
ie

s

if people expected 0% inflation. SRPC2, which shows the Phillips curve when the ex-
pected inflation rate is 2%, is SRPC0 shifted upward by 2 percentage points at every level
of unemployment. According to SRPC2, the actual inflation rate will be 2% if the unem-
ployment rate is 6%; it will be 4% if the unemployment rate is 4%.

What determines the expected rate of inflation? In general, people base their expec-
tations about inflation on experience. If the inflation rate has hovered around 0% in
the last few years, people will expect it to be around 0% in the near future. But if the in-
flation rate has averaged around 5% lately, people will expect inflation to be around 5%
in the near future.

Since expected inflation is an important part of the modern discussion about the
short -run Phillips curve, you might wonder why it was not in the original formulation
of the Phillips curve. The answer lies in history. Think back to what we said about the
early 1960s: at that time, people were accustomed to low inflation rates and reasonably
expected that future inflation rates would also be low. It was only after 1965 that per-
sistent inflation became a fact of life. So only then did it become clear that expected in-
flation would play an important role in price - setting.

Inflation and Unemployment in the Long Run
The short - run Phillips curve says that at any given point in time there is a trade-off be-
tween unemployment and inflation. According to this view, policy makers have a
choice: they can choose to accept the price of high inflation in order to achieve low un-
employment, or they can reject high inflation and pay the price of high unemploy-
ment. In fact, during the 1960s many economists believed that this trade-off
represented a real choice.

However, this view was greatly altered by the later recognition that expected infla-
tion affects the short - run Phillips curve. In the short run, expectations often diverge
from reality. In the long run, however, any consistent rate of inflation will be reflected
in expectations. If inflation is consistently high, as it was in the 1970s, people will come
to expect more of the same; if inflation is consistently low, as it has been in recent years,
that, too, will become part of expectations. So what does the trade-off between infla-
tion and unemployment look like in the long run, when actual inflation is incorpo-
rated into expectations? Most macroeconomists believe that there is, in fact, no
long-run trade-off. That is, it is not possible to achieve lower unemployment in the
long run by accepting higher inflation. To see why, we need to introduce another con-
cept: the long-run Phillips curve.

The Long -Run Phillips Curve
Figure 34.5 on the next page reproduces the two short -run Phillips curves from Figure
34.4, SRPC0 and SRPC2. It also adds an additional short - run Phillips curve, SRPC4, rep-
resenting a 4% expected rate of inflation. In a moment, we’ll explain the significance of
the vertical long - run Phillips curve, LRPC.

Suppose that the economy has, in the past, had a 0% inflation rate. In that case, the
current short -run Phillips curve will be SRPC0, reflecting a 0% expected inflation rate. If
the unemployment rate is 6%, the actual inflation rate will be 0%.

Also suppose that policy makers decide to trade off lower unemployment for a
higher rate of inflation. They use monetary policy, fiscal policy, or both to drive the un-
employment rate down to 4%. This puts the economy at point A on SRPC0, leading to
an actual inflation rate of 2%.

Over time, the public will come to expect a 2% inflation rate. This increase in infla-
tionary expectations will shift the short -run Phillips curve upward to SRPC2. Now, when the
unemployment rate is 6%, the actual inflation rate will be 2%. Given this new short -
run Phillips curve, policies adopted to keep the unemployment rate at 4% will lead to
a 4% actual inflation rate—point B on SRPC2—rather than point A with a 2% actual
inflation rate.



Eventually, the 4% actual inflation rate gets built into expectations about the fu-
ture inflation rate, and the short - run Phillips curve shifts upward yet again to
SRPC4. To keep the unemployment rate at 4% would now require accepting a 6% ac-
tual inflation rate, point C on SRPC4, and so on. In short, a persistent attempt to
trade off lower unemployment for higher inflation leads to accelerating inflation
over time.

To avoid accelerating inflation over time, the unemployment rate must be high enough that
the actual rate of inflation matches the expected rate of inflation. This is the situation at E0

on SRPC0: when the expected inflation rate is 0% and the unemployment rate is 6%,
the actual inflation rate is 0%. It is also the situation at E2 on SRPC2: when the ex-
pected inflation rate is 2% and the unemployment rate is 6%, the actual inflation rate

is 2%. And it is the situation at E4 on SRPC4: when the expected
inflation rate is 4% and the unemployment rate is 6%, the ac-
tual inflation rate is 4%. As we’ll learn shortly, this relationship
between accelerating inflation and the unemployment rate is
known as the natural rate hypothesis.

The unemployment rate at which inflation does not change
over time—6% in Figure 34.5—is known as the nonaccelerating
inflation rate of unemployment, or NAIRU for short. Keeping
the unemployment rate below the NAIRU leads to ever -
 accelerating inflation and cannot be maintained. Most macro-
economists believe that there is a NAIRU and that there is no
long - run trade - off between unemployment and inflation.

We can now explain the significance of the vertical line LRPC.
It is the long - run Phillips curve, the relationship between un-
employment and inflation in the long run, after expectations of
inflation have had time to adjust to experience. It is vertical be-

cause any unemployment rate below the NAIRU leads to ever - accelerating inflation. In
other words, the long-run Phillips curve shows that there are limits to expansionary
policies because an unemployment rate below the NAIRU cannot be maintained in the
long run. Moreover there is a corresponding point we have not yet emphasized: any un-
employment rate above the NAIRU leads to decelerating inflation.
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f i g u r e 34.5

The NAIRU and the Long - Run 
Phillips Curve
SRPC0 is the short - run Phillips curve when the expected infla-
tion rate is 0%. At a 4% unemployment rate, the economy is at
point A with an actual inflation rate of 2%. The higher inflation
rate will be incorporated into expectations, and the SRPC will
shift upward to SRPC2. If policy makers act to keep the unem-
ployment rate at 4%, the economy will be at B and the actual in-
flation rate will rise to 4%. Inflationary expectations will be
revised upward again, and SRPC will shift to SRPC4. At a 4% un-
employment rate, the economy will be at C and the actual infla-
tion rate will rise to 6%. Here, an unemployment rate of 6% is
the NAIRU, or nonaccelerating inflation rate of unemployment.
As long as unemployment is at the NAIRU, the actual inflation
rate will match expectations and remain constant. An unemploy-
ment rate below 6% requires ever - accelerating inflation. The
long - run Phillips curve, LRPC, which passes through E0, E2, and
E4, is vertical: no long - run trade - off between unemployment and
inflation exists.
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The nonaccelerating inflation rate of

unemployment, or NAIRU, is the

unemployment rate at which inflation does

not change over time.

The long -run Phillips curve shows the

relationship between unemployment and

inflation after expectations of inflation have

had time to adjust to experience.



The Natural Rate of Unemployment, Revisited
Recall the concept of the natural rate of unemployment, the portion of the unemploy-
ment rate unaffected by the swings of the business cycle. Now we have introduced the
concept of the NAIRU. How do these two concepts relate to each other?

The answer is that the NAIRU is another name for the natural rate. The level of un-
employment the economy “needs” in order to avoid accelerating inflation is equal to
the natural rate of unemployment.

In fact, economists estimate the natural rate of unemployment by looking 
for evidence about the NAIRU from the behavior of the inflation rate and the 
unemployment rate over the course of the business cycle. For example, the 
way major European countries learned, to their dismay, that their natural rates 
of unemployment were 9% or more was through unpleasant experience. In the 
late 1980s, and again in the late 1990s, European inflation began to accelerate 
as European unemployment rates, which had been above 9%, began to fall, ap-
proaching 8%.
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The Great Disinflation of the 1980s
As we’ve mentioned several times, the United

States ended the 1970s with a high rate of in-

flation, at least by its own peacetime historical

standards—13% in 1980. Part of this inflation

was the result of one -time events, especially a

world oil crisis. But expectations of future infla-

tion at 10% or more per year appeared to be

firmly embedded in the economy.

By the mid-1980s, however, inflation was

running at about 4% per year. Panel (a) of the

figure shows the annual rate of change in the

“core” consumer price index (CPI)—also called

the core inflation rate. This index, which ex-

cludes volatile energy and food prices, is widely

regarded as a better indicator of underlying in-

flation trends than the overall CPI. By this meas-

ure, inflation fell from about 12% at the end of

the 1970s to about 4% by the mid - 1980s.

How was this disinflation achieved? At 

great cost. Beginning in late 1979, the Federal

Reserve imposed strongly contractionary 

monetary policies, which pushed the economy

into its worst recession since the Great 

Depression. Panel (b) shows the Congressional

Budget Office estimate of the U.S. output gap

from 1979 to 1989: by 1982, actual output 

was 7% below potential output, corresponding

to an unemployment rate of more than 9%. 

Aggregate output didn’t get back to potential

output until 1987.

Our analysis of the Phillips curve tells 

us that a temporary rise in unemployment, 

like that of the 1980s, is needed to break 

the cycle of inflationary expectations. Once 

expectations of inflation are reduced, the

economy can return to the natural rate of 

unemployment at a lower inflation rate. And

that’s just what happened.

At what cost? If you add up the output 

gaps over 1980–1987, you find that the 

economy sacrificed approximately 18% of an

average year’s output over the period. If we

had to do the same thing today, that would

mean giving up roughly $2.6 trillion worth of

goods and services.
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In Figure 33.3 we cited Congressional Budget Office estimates of the U.S. natural
rate of unemployment. The CBO has a model that predicts changes in the inflation
rate based on the deviation of the actual unemployment rate from the natural rate.
Given data on actual unemployment and inflation, this model can be used to deduce
estimates of the natural rate—and that’s where the CBO numbers come from.

The Costs of Disinflation
Through experience, policy makers have found that bringing inflation down is a much
harder task than increasing it. The reason is that once the public has come to expect
continuing inflation, bringing inflation down is painful.

A persistent attempt to keep unemployment below the natural rate leads to acceler-
ating inflation that becomes incorporated into expectations. To reduce inflationary ex-
pectations, policy makers need to run the process in reverse, adopting contractionary
policies that keep the unemployment rate above the natural rate for an extended period
of time. The process of bringing down inflation that has become embedded in expecta-
tions is known as disinflation.

Disinflation can be very expensive. The U.S. retreat from high inflation at the begin-
ning of the 1980s appears to have cost the equivalent of about 18% of a year’s real GDP,
the equivalent of roughly $2.6 trillion today. The justification for paying these costs is
that they lead to a permanent gain. Although the economy does not recover the short -
 term production losses caused by disinflation, it no longer suffers from the costs asso-
ciated with persistently high inflation. In fact, the United States, Britain, and other
wealthy countries that experienced inflation in the 1970s eventually decided that the
benefit of bringing inflation down was worth the required suffering—the large reduc-
tion in real GDP in the short term.

Some economists argue that the costs of disinflation can be reduced if policy mak-
ers explicitly state their determination to reduce inflation. A clearly announced, credi-
ble policy of disinflation, they contend, can reduce expectations of future inflation and
so shift the short -run Phillips curve downward. Some economists believe that the clear
determination of the Federal Reserve to combat the inflation of the 1970s was credible
enough that the costs of disinflation, huge though they were, were lower than they
might otherwise have been.

Deflation
Before World War II, deflation—a falling aggregate price level—was almost as common as
inflation. In fact, the U.S. consumer price index on the eve of World War II was 30%
lower than it had been in 1920. After World War II, inflation became the norm in all
countries. But in the 1990s, deflation reappeared in Japan and proved difficult to re-
verse. Concerns about potential deflation played a crucial role in U.S. monetary policy
in the early 2000s and again in late 2008. In fact, in late 2008, the U.S. experienced a
brief period of deflation.

Why is deflation a problem? And why is it hard to end?

Debt Deflation
Deflation, like inflation, produces both winners and losers—but in the opposite direc-
tion. Due to the falling price level, a dollar in the future has a higher real value than a dol-
lar today. So lenders, who are owed money, gain under deflation because the real value of
borrowers’ payments increases. Borrowers lose because the real burden of their debt rises.

In a famous analysis at the beginning of the Great Depression, Irving Fisher claimed
that the effects of deflation on borrowers and lenders can worsen an economic slump.
Deflation, in effect, takes real resources away from borrowers and redistributes them to
lenders. Fisher argued that borrowers, who lose from deflation, are typically short of
cash and will be forced to cut their spending sharply when their debt burden rises.
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Lenders, however, are less likely to increase spending sharply when the values of the
loans they own rise. The overall effect, said Fisher, is that deflation reduces aggregate
demand, deepening an economic slump, which, in a vicious circle, may lead to further
deflation. The effect of deflation in reducing aggregate demand, known as debt defla-
tion, probably played a significant role in the Great Depression.

Effects of Expected Deflation
Like expected inflation, expected deflation affects the nominal interest rate. Consider
Figure 29.6 from Section 5 (repeated here as Figure 34.6), which demonstrates how ex-
pected inflation affects the equilibrium interest rate. As shown, the equilibrium nomi-
nal interest rate is 4% if the expected inflation rate is 0%. Clearly, if the expected
inflation rate is −3%—if the public expects deflation at 3% per year—the equilibrium
nominal interest rate will be 1%.

But what would happen if the expected rate of inflation were −5%? Would the nom-
inal interest rate fall to −1%, meaning that lenders are paying borrowers 1% on their
debt? No. Nobody would lend money at a negative nominal rate of interest because
they could do better by simply holding cash. This illustrates what economists call the
zero bound on the nominal interest rate: it cannot go below zero.

This zero bound can limit the effectiveness of monetary policy. Suppose the econ-
omy is depressed, with output below potential output and the unemployment rate
above the natural rate. Normally, the central bank can respond by cutting interest rates
so as to increase aggregate demand. If the nominal interest rate is already zero, how-
ever, the central bank cannot push it down any further. Banks refuse to lend and con-
sumers and firms refuse to spend because, with a negative inflation rate and a 0%
nominal interest rate, holding cash yields a positive real rate of return. Any further in-
creases in the monetary base will either be held in bank vaults or held as cash by indi-
viduals and firms, without being spent.

A situation in which conventional monetary policy to fight a slump—cutting inter-
est rates—can’t be used because nominal interest rates are up against the zero bound is
known as a liquidity trap. A liquidity trap can occur whenever there is a sharp reduc-
tion in demand for loanable funds—which is exactly what happened during the Great
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f i g u r e 34.6

The Fisher Effect
D0 and S0 are the demand and supply curves
for loanable funds when the expected future in-
flation rate is 0%. At an expected inflation rate
of 0%, the equilibrium nominal interest rate is
4%. An increase in expected future inflation
pushes both the demand and supply curves up-
ward by 1 percentage point for every percent-
age point increase in expected future inflation.
D10 and S10 are the demand and supply curves
for loanable funds when the expected future in-
flation rate is 10%. The 10 percentage point in-
crease in expected future inflation raises the
equilibrium nominal interest rate to 14%. The
expected real interest rate remains at 4%, and
the equilibrium quantity of loanable funds also
remains unchanged.
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Debt deflation is the reduction in 

aggregate demand arising from the 

increase in the real burden of 

outstanding debt caused by deflation.

There is a zero bound on the nominal

interest rate: it cannot go below zero.

A liquidity trap is a situation in 

which conventional monetary policy 

is ineffective because nominal interest 

rates are up against the zero bound.



Depression. Figure 34.7 shows the interest rate on short-term U.S. government debt
from 1920 to January 2010. As you can see, starting in 1933 and ending when World
War II brought a full economic recovery, the U.S. economy was either close to or up
against the zero bound. After World War II, when inflation became the norm around
the world, the zero bound problem largely vanished as the public came to expect infla-
tion rather than deflation.

However, the recent history of the Japanese economy, shown in Figure 34.8, provides
a modern illustration of the problem of deflation and the liquidity trap. Japan experi-
enced a huge boom in the prices of both stocks and real estate in the late 1980s, and
then saw both bubbles burst. The result was a prolonged period of economic stagna-
tion, the so-called Lost Decade, which gradually reduced the inflation rate and eventu-
ally led to persistent deflation. In an effort to fight the weakness of the economy, the
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f i g u r e 34.7

The Zero Bound in U.S. History
This figure shows U.S. short - term interest
rates, specifically the interest rate on three - 
month Treasury bills, since 1920. As shown 
by the shaded area at left, for much of the
1930s, interest rates were very close to zero,
leaving little room for expansionary monetary
policy. After World War II, persistent inflation
generally kept rates well above zero. However,
in late 2008, in the wake of the housing bubble
bursting and the financial crisis, the interest
rate on three-month Treasury bills was again
virtually zero.
Source: Federal Reserve Bank of St. Louis.
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Japan’s Lost Decade
A prolonged economic slump in Japan 
led to deflation from the late 1990s on.
The Bank of Japan responded by cutting
interest rates—but eventually ran up
against the zero bound.
Source: Japanese Ministry of Internal Affairs and
Communications, Statistics Bureau; Bank of Japan.
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Bank of Japan—the equivalent of the Federal Reserve—repeatedly cut interest rates.
Eventually, it arrived at the “ZIRP”: the zero interest rate policy. The “call money rate,”
the equivalent of the U.S. federal funds rate, was literally set equal to zero. Because the
economy was still depressed, it would have been desirable to cut interest rates even fur-
ther. But that wasn’t possible: Japan was up against the zero bound.

In 2008 and 2009, the Federal Reserve also found itself up against the zero bound.
In the aftermath of the bursting of the housing bubble and the ensuing financial crisis,
the interest on short-term U.S. government debt had fallen to virtually zero. 
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Check Your Understanding 
1. Explain how the short - run Phillips curve illustrates the negative

relationship between cyclical unemployment and the actual
inflation rate for a given level of the expected inflation rate.

2. Why is there no long - run trade - off between unemployment 
and inflation?

Solutions appear at the back of the book.

3. Why is disinflation so costly for an economy? Are there ways 
to reduce these costs?

4. Why won’t anyone lend money at a negative nominal rate of
interest? How can this pose problems for monetary policy?

Tackle the Test: Multiple-Choice Questions
1. The long-run Phillips curve is

I. the same as the short-run Phillips curve.
II. vertical.

III. the short-run Phillips curve plus expected inflation.
a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

2. The short-run Phillips curve shows a relationship
between .
a. negative the aggregate price level and aggregate output
b. positive the aggregate price level and aggregate output
c. negative unemployment and inflation
d. positive unemployment and aggregate output
e. positive unemployment and the aggregate price level

3. An increase in expected inflation will shift
a. the short-run Phillips curve downward.
b. the short-run Phillips curve upward.

c. the long-run Phillips curve upward.
d. the long-run Phillips curve downward.
e. neither the short-run nor the long-run Phillips curve.

4. Bringing down inflation that has become embedded in
expectations is called
a. deflation.
b. negative inflation.
c. anti-inflation.
d. unexpected inflation.
e. disinflation.

5. Debt deflation is
a. the effect of deflation in decreasing aggregate demand.
b. an idea proposed by Irving Fisher.
c. a contributing factor in causing the Great Depression.
d. due to differences in how borrowers/lenders respond to

inflation losses/gains.
e. all of the above.

Tackle the Test: Free-Response Questions
1. a. Draw a correctly labeled graph showing a short-run Phillips

curve with an expected inflation rate of 0% and the
corresponding long-run Phillips curve. 

b. On your graph, label the nonaccelerating inflation rate of
unemployment.

c. On your graph, show what happens in the long run if the
government decides to decrease the unemployment rate
below the nonaccelerating inflation rate of unemployment.
Explain.
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2. Consider the accompanying diagram.

a. What is the nominal interest rate if expected inflation is 0%?
b. What would the nominal interest rate be if the expected

inflation rate were −2%? Explain.
c. What would the nominal interest rate be if the expected

inflation rate were −6%? Explain.
d. What would a negative nominal interest rate mean for

lenders? How much lending would take place at a negative
nominal interest rate? Explain.

e. What effect does a nominal interest rate of zero have on
monetary policy? What is this situation called?

Quantity of
loanable funds

Nominal
interest
rate, r

E10

E0

S10

D10

S0

D0

14%

4

0 Q*

Supply of loanable
funds at 0%
expected inflation

Demand for loanable funds
at 0% expected inflation

Supply of loanable funds
at 10% expected inflation

Demand for loanable funds
at 10% expected inflation

Answer (8 points)

1 point: Vertical axis labeled “Inflation rate”

1 point: Horizontal axis labeled “Unemployment rate”

1 point: Downward sloping curve labeled “SRPC0”

1 point: Vertical curve labeled “LRPC”

1 point: SRPC0 crosses horizontal axis where it crosses LRPC

1 point: NAIRU is labeled where SRPC0 crosses LRPC and horizontal axis

1 point: New SRPC is labeled, for example as “SRAS’”, and shown above the
original SRPC0

1 point: When the unemployment rate moves below the NAIRU, it creates
inflation and moves the economy to a point such as A. This leads to positive
inflationary expectations, which shift the SRPC up as shown by SRPC'.
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Inflation
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8%76543
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Long-run Phillips
curve, LRPC
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A

Nonaccelerating inflation
rate of unemployment, NAIRU



What you will learn 
in this Module:
• Why classical

macroeconomics wasn’t

adequate for the problems

posed by the Great

Depression

• How Keynes and the

experience of the Great

Depression legitimized

macroeconomic policy

activism

• What monetarism is and its

views about the limits of

discretionary monetary policy

• How challenges led to a

revision of Keynesian ideas

and the emergence of the

new classical

macroeconomics

m o d u l e 3 5 H i s t o r y  a n d  A l t e r n a t i v e  V i e w s  o f  M a c ro e c o n o m i c s 343

Module 35
History and 
Alternative Views of
Macroeconomics

Classical Macroeconomics
The term macroeconomics appears to have been coined in 1933 by the Norwegian econ-
omist Ragnar Frisch. The timing, during the worst year of the Great Depression, 
was no accident. Still, there were economists analyzing what we now consider macro-
economic issues—the behavior of the aggregate price level and aggregate output—
before then.

Money and the Price Level
Previously, we described the classical model of the price level. According to the classical
model, prices are flexible, making the aggregate supply curve vertical even in the short
run. In this model, an increase in the money supply leads, other things equal, to a pro-
portional rise in the aggregate price level, with no effect on aggregate output. As a re-
sult, increases in the money supply lead to inflation, and that’s all. Before the 1930s,
the classical model of the price level dominated economic thinking about the effects of
monetary policy.

Did classical economists really believe that changes in the money supply affected
only aggregate prices, without any effect on aggregate output? Probably not. Histo-
rians of economic thought argue that before 1930 most economists were aware 
that changes in the money supply affected aggregate output as well as aggregate
prices in the short run—or, to use modern terms, they were aware that the short -run
aggregate supply curve sloped upward. But they regarded such short -run effects 
as unimportant, stressing the long run instead. It was this attitude that led John
Maynard Keynes to scoff at the focus on the long run, in which, as he said, “we are
all dead.”
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The Business Cycle
Classical economists were, of course, also aware that the economy did not grow
smoothly. The American economist Wesley Mitchell pioneered the quantitative study
of business cycles. In 1920, he founded the National Bureau of Economic Research, an
independent, nonprofit organization that to this day has the official role of declaring
the beginnings of recessions and expansions. Thanks to Mitchell’s work, the measure-
ment of business cycles was well advanced by 1930. But there was no widely accepted
theory of business cycles.

In the absence of any clear theory, views about how policy makers should respond to
a recession were conflicting. Some economists favored expansionary monetary and fis-
cal policies to fight a recession. Others believed that such policies would worsen the
slump or merely postpone the inevitable. For example, in 1934 Harvard’s Joseph
Schumpeter, now famous for his early recognition of the importance of technological
change, warned that any attempt to alleviate the Great Depression with expansionary
monetary policy “would, in the end, lead to a collapse worse than the one it was called
in to remedy.” When the Great Depression hit, the policy making process was para-
lyzed by this lack of consensus. In many cases, economists now believe, policy makers
took steps in the wrong direction.

Necessity was, however, the mother of invention. As we’ll explain next, the Great De-
pression provided a strong incentive for economists to develop theories that could
serve as a guide to policy—and economists responded.

The Great Depression and the 

Keynesian Revolution
The Great Depression demonstrated, once and for all, that economists cannot safely ig-
nore the short run. Not only was the economic pain severe, it threatened to destabilize
societies and political systems. In particular, the economic plunge helped Adolf Hitler
rise to power in Germany.

The whole world wanted to know how this economic disaster could be happening
and what should be done about it. But because there was no widely accepted theory of
the business cycle, economists gave conflicting and, we now believe, often harmful ad-
vice. Some believed that only a huge change in the economic system—such as having
the government take over much of private industry and replace markets with a com-
mand economy—could end the slump. Others argued that slumps were natural—even
beneficial—and that nothing should be done.

Some economists, however, argued that the slump both could have and should have
been cured—without giving up on the basic idea of a market economy. In 1930, the
British economist John Maynard Keynes compared the problems of the U.S. and British
economies to those of a car with a defective alternator. Getting the economy running, he
argued, would require only a modest repair, not a complete overhaul.

Nice metaphor. But what was the nature of the trouble?

Keynes’s Theory
In 1936, Keynes presented his analysis of the Great Depression—his explanation of
what was wrong with the economy’s alternator—in a book titled The General Theory of
Employment, Interest, and Money. In 1946, the great American economist Paul Samuelson
wrote that “it is a badly written book, poorly organized. . . . Flashes of insight and intu-
ition intersperse tedious algebra. . . . We find its analysis to be obvious and at the same
time new. In short, it is a work of genius.” The General Theory isn’t easy reading, but it
stands with Adam Smith’s The Wealth of Nations as one of the most influential books on
economics ever written.

As Samuelson’s description suggests, Keynes’s book is a vast stew of ideas. Keynesian
economics mainly reflected two innovations. First, Keynes emphasized the short -run 
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Some people use Keynesian economics as
a synonym for left-wing economics—but
the truth is that the ideas of John Maynard
Keynes have been accepted across a
broad part of the political spectrum.



effects of shifts in aggregate demand on aggregate output, rather than the long -run de-
termination of the aggregate price level. As Keynes’s famous remark about being dead
in the long run suggests, until his book appeared most economists had treated short -
run macroeconomics as a minor issue. Keynes focused the attention of economists on
situations in which the short - run aggregate supply curve slopes upward and shifts in
the aggregate demand curve affect aggregate output and employment as well as aggre-
gate prices.

Figure 35.1 illustrates the difference between Keynesian and classical macroeco-
nomics. Both panels of the figure show the short -run aggregate supply curve, SRAS; in
both it is assumed that for some reason the aggregate demand curve shifts leftward
from AD1 to AD2—let’s say in response to a fall in stock market prices that leads house-
holds to reduce consumer spending.

Panel (a) shows the classical view: the short -run aggregate supply curve is vertical.
The decline in aggregate demand leads to a fall in the aggregate price level, from P1 to
P2, but no change in aggregate output. Panel (b) shows the Keynesian view: the short-
 run aggregate supply curve slopes upward, so the decline in aggregate demand leads
to both a fall in the aggregate price level, from P1 to P2, and a fall in aggregate out-
put, from Y1 to Y2. As we’ve already explained, many classical macroeconomists
would have agreed that panel (b) was an accurate story in the short run—but they re-
garded the short run as unimportant. Keynes disagreed. ( Just to be clear, there isn’t
any diagram that looks like panel (b) of Figure 35.1 in Keynes’s General Theory. But
Keynes’s discussion of aggregate supply, translated into modern terminology, clearly
implies an upward -sloping SRAS curve.)

Second, classical economists emphasized the role of changes in the money supply in
shifting the aggregate demand curve, paying little attention to other factors. Keynes,
however, argued that other factors, especially changes in “animal spirits”—these days
usually referred to with the bland term business confidence—are mainly responsible for
business cycles. Before Keynes, economists often argued that a decline in business con-
fidence would have no effect on either the aggregate price level or aggregate output, as
long as the money supply stayed constant. Keynes offered a very different picture.
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(a) The Classical View (b) The Keynesian View
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Classical Versus Keynesian Macroeconomicsf i g u r e 35.1

One important difference between classical and Keynesian 
economics involves the short -run aggregate supply curve. 
Panel (a) shows the classical view: the SRAS curve is vertical, 
so shifts in aggregate demand affect the aggregate price level

but not aggregate output. Panel (b) shows the Keynesian view: 
in the short run the SRAS curve slopes upward, so shifts in 
aggregate demand affect aggregate output as well as 
aggregate prices.



Keynes’s ideas have penetrated deeply into the public consciousness, to the extent
that many people who have never heard of Keynes, or have heard of him but think they
disagree with his theory, use Keynesian ideas all the time. For example, suppose that a
business commentator says something like this: “Because of a decline in business con-
fidence, investment spending slumped, causing a recession.” Whether the commenta-
tor knows it or not, that statement is pure Keynesian economics.

Keynes himself more or less predicted that his ideas would become part of what
“everyone knows.” In another famous passage, this from the end of The General Theory,
he wrote: “Practical men, who believe themselves to be quite exempt from any intellec-
tual influences, are usually the slaves of some defunct economist.”

Policy to Fight Recessions
The main practical consequence of Keynes’s work was that it legitimized macroeco-
nomic policy activism—the use of monetary and fiscal policy to smooth out the busi-
ness cycle.

Macroeconomic policy activism wasn’t something completely new. Before Keynes,
many economists had argued for using monetary expansion to fight economic down-
turns—though others were fiercely opposed. Some economists had even argued that
temporary budget deficits were a good thing in times of recession—though others dis-
agreed strongly. In practice, during the 1930s many governments followed policies that
we would now call Keynesian. In the United States, the administration of Franklin
Roosevelt engaged in modest deficit spending in an effort to create jobs.

But these efforts were half - hearted. Roosevelt’s advisers were deeply divided over
the appropriate policies to adopt. In fact, in 1937 Roosevelt gave in to advice from
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The End of the Great Depression
It would make a good story if Keynes’s 

ideas had led to a change in economic 

policy that brought the Great Depression to 

an end. Unfortunately, that’s not what hap-

pened. Still, the way the Depression ended 

did a lot to convince economists that Keynes

was right.

The basic message many of the young

economists who adopted Keynes’s ideas in

the 1930s took from his work was that eco-

nomic recovery requires aggressive fiscal

expansion—deficit spending on a large

scale to create jobs. And that is what they

eventually got, but it wasn’t because politi-

cians were persuaded. Instead, what hap-

pened was a very large and expensive war,

World War II.

The figure here shows the U.S. unem-

ployment rate and the federal budget deficit

as a share of GDP from 1930 to 1947. As

you can see, deficit spending during the

1930s was on a modest scale. In 1940, as

the risk of war grew larger, the United States

began a large military buildup, and the budget

moved deep into deficit. After the attack on

Pearl Harbor on December 7, 1941, the country

began deficit spending on an enormous scale:

in fiscal 1943, which began in July 1942, the

deficit was 30% of GDP. Today that would be a

deficit of $4.3 trillion.

And the economy recovered. World War II

wasn’t intended as a Keynesian fiscal policy, but

it demonstrated that expansionary fiscal policy

can, in fact, create jobs in the short run. 
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non - Keynesian economists who urged him to balance the budget and raise interest
rates, even though the economy was still depressed. The result was a renewed slump.

Today, by contrast, there is broad consensus about the useful role monetary and
fiscal policy can play in fighting recessions. The 2004 Economic Report of the Presi-
dent was issued by a conservative Republican administration that was generally op-
posed to government intervention in the economy. Yet its view on economic policy in
the face of recession was far more like that of Keynes than like that of most econo-
mists before 1936.

It would be wrong, however, to suggest that Keynes’s ideas have been fully accepted
by modern macroeconomists. In the decades that followed the publication of The Gen-
eral Theory, Keynesian economics faced a series of challenges, some of which succeeded
in modifying the macroeconomic consensus in important ways.

Challenges to Keynesian Economics
Keynes’s ideas fundamentally changed the way economists think about business cycles.
They did not, however, go unquestioned. In the decades that followed the publication
of The General Theory, Keynesian economics faced a series of challenges. As a result, the
consensus of macroeconomists retreated somewhat from the strong version of Keyne-
sianism that prevailed in the 1950s. In particular, economists became much more
aware of the limits to macroeconomic policy activism. 

The Revival of Monetary Policy
Keynes’s General Theory suggested that monetary policy wouldn’t be very effective in de-
pression conditions. Many modern macroeconomists agree: earlier we introduced the
concept of a liquidity trap, a situation in which monetary policy is ineffective because the
interest rate is down against the zero bound. In the 1930s, when Keynes wrote, interest
rates were, in fact, very close to 0%. (The term liquidity trap was first introduced by the
British economist John Hicks in a 1937 paper, “Mr. Keynes and the Classics: A Sug-
gested Interpretation,” that summarized Keynes’s ideas.)

But even when the era of near - 0% interest rates came to an end after World War II,
many economists continued to emphasize fiscal policy and downplay the usefulness of
monetary policy. Eventually, however, macroeconomists reassessed the importance 
of monetary policy. A key milestone in this reassessment
was the 1963 publication of A Monetary History of the
United States, 1867–1960 by Milton Friedman, of the Uni-
versity of Chicago, and Anna Schwartz, of the National
Bureau of Economic Research. Friedman and Schwartz
showed that business cycles had historically been associ-
ated with fluctuations in the money supply. In particu-
lar, the money supply fell sharply during the onset of the
Great Depression. Friedman and Schwartz persuaded
many, though not all, economists that the Great Depres-
sion could have been avoided if the Federal Reserve had
acted to prevent that monetary contraction. They per-
suaded most economists that monetary policy should
play a key role in economic management.

The revival of interest in monetary policy was signifi-
cant because it suggested that the burden of managing
the economy could be shifted away from fiscal policy—
meaning that economic management could largely be taken out of the hands of politi-
cians. Fiscal policy, which must involve changing tax rates or government spending,
necessarily involves political choices. If the government tries to stimulate the economy
by cutting taxes, it must decide whose taxes will be cut. If it tries to stimulate the econ-
omy with government spending, it must decide what to spend the money on.
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Milton Friedman and his co-author Anna
Schwartz played a key role in convincing
macroeconomists of the importance of
monetary policy.
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Monetary policy, in contrast, does not involve such choices: when the central bank
cuts interest rates to fight a recession, it cuts everyone’s interest rate at the same
time. So a shift from relying on fiscal policy to relying on monetary policy makes
macroeconomics a more technical, less political issue. In fact, monetary policy in
most major economies is set by an independent central bank that is insulated from
the political process.

Monetarism
After the publication of A Monetary History, Milton Friedman led a movement, called
monetarism, that sought to eliminate macroeconomic policy activism while maintain-
ing the importance of monetary policy. Monetarism asserted that GDP will grow
steadily if the money supply grows steadily. The monetarist policy prescription was to
have the central bank target a constant rate of growth of the money supply, such as 3%
per year, and maintain that target regardless of any fluctuations in the economy.

It’s important to realize that monetarism retained many Keynesian ideas. Like
Keynes, Friedman asserted that the short run is important and that short -run
changes in aggregate demand affect aggregate output as well as aggregate prices. Like
Keynes, he argued that policy should have been much more expansionary during the
Great Depression.

Monetarists argued, however, that most of the efforts of policy makers to smooth
out the business cycle actually make things worse. We have already discussed concerns
over the usefulness of discretionary fiscal policy—changes in taxes or government spend-
ing, or both—in response to the state of the economy. As we explained, government per-
ceptions about the economy often lag behind reality, and there are further lags in
changing fiscal policy and in its effects on the economy. As a result, discretionary fiscal
policies intended to fight a recession often end up feeding a boom, and vice versa. Ac-
cording to monetarists, discretionary monetary policy, changes in the interest rate or
the money supply by the central bank in order to stabilize the economy, faces the same
problem of lags as fiscal policy, but to a lesser extent.

Friedman also argued that if the central bank followed his advice and refused to
change the money supply in response to fluctuations in the economy, fiscal policy
would be much less effective than Keynesians believed. Earlier we analyzed the phe-
nomenon of crowding out, in which government deficits drive up interest rates and lead
to reduced investment spending. Friedman and others pointed out that if the money
supply is held fixed while the government pursues an expansionary fiscal policy,
crowding out will limit the effect of the fiscal expansion on aggregate demand.

Figure 35.2 illustrates this argument. Panel (a) shows aggregate output and the ag-
gregate price level. AD1 is the initial aggregate demand curve and SRAS is the short -
run aggregate supply curve. At the initial equilibrium, E1, the level of aggregate
output is Y1 and the aggregate price level is P1. Panel (b) shows the money market. MS
is the money supply curve and MD1 is the initial money demand curve, so the initial
interest rate is r1.

Now suppose the government increases purchases of goods and services. We know
that this will shift the AD curve rightward, as illustrated by the shift from AD1 to AD2;
that aggregate output will rise, from Y1 to Y2, and that the aggregate price level will rise,
from P1 to P2. Both the rise in aggregate output and the rise in the aggregate price level
will, however, increase the demand for money, shifting the money demand curve right-
ward from MD1 to MD2. This drives up the equilibrium interest rate to r2. Friedman’s
point was that this rise in the interest rate reduces investment spending, partially off-
setting the initial rise in government spending. As a result, the rightward shift of the
AD curve is smaller than multiplier analysis indicates. And Friedman argued that with
a constant money supply, the multiplier is so small that there’s not much point in
using fiscal policy.

But Friedman didn’t favor activist monetary policy either. He argued that the prob-
lem of time lags that limit the ability of discretionary fiscal policy to stabilize the

Monetarism asserts that GDP will grow

steadily if the money supply grows steadily.

Discretionary monetary policy is the use

of changes in the interest rate or the money

supply to stabilize the economy.



economy also apply to discretionary monetary policy. Friedman’s solution was to put
monetary policy on “autopilot.” The central bank, he argued, should follow a mone-
tary policy rule, a formula that determines its actions and leaves it relatively little dis-
cretion. During the 1960s and 1970s, most monetarists favored a monetary policy
rule of slow, steady growth in the money supply. Underlying this view was the Quan-
tity Theory of Money, which relies on the concept of the velocity of money, the
ratio of nominal GDP to the money supply. Velocity is a measure of the number of
times the average dollar bill in the economy turns over per year between buyers and
sellers (e.g., I tip the Starbucks barista a dollar, she uses it to buy lunch, and so on).
This concept gives rise to the velocity equation:

(35-1) M × V = P × Y

Where M is the money supply, V is velocity, P is the aggregate price level, and Y is
real GDP.

Monetarists believed, with considerable historical justification, that the velocity of
money was stable in the short run and changed only slowly in the long run. As a result,
they claimed, steady growth in the money supply by the central bank would ensure
steady growth in spending, and therefore in GDP.

Monetarism strongly influenced actual monetary policy in the late 1970s and
early 1980s. It quickly became clear, however, that steady growth in the money supply
didn’t ensure steady growth in the economy: the velocity of money wasn’t stable
enough for such a simple policy rule to work. Figure 35.3 shows how events eventu-
ally undermined the monetarists’ view. The figure shows the velocity of money, as
measured by the ratio of nominal GDP to M1, from 1960 to the middle of 2009. As
you can see, until 1980, velocity followed a fairly smooth, seemingly predictable
trend. After the Fed began to adopt monetarist ideas in the late 1970s and early
1980s, however, the velocity of money began moving erratically—probably due to fi-
nancial market innovations.
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(a) The increase in aggregate demand from
an expansionary fiscal policy is limited

when the money supply is fixed…

(b) …because the increase in money demand
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out some investment spending.
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Fiscal Policy with a Fixed Money Supplyf i g u r e 35.2

In panel (a) an expansionary fiscal policy shifts the AD curve right-
ward, driving up both the aggregate price level and aggregate out-
put. However, this leads to an increase in the demand for money. If
the money supply is held fixed, as in panel (b), the increase in

money demand drives up the interest rate, reducing investment
spending and offsetting part of the fiscal expansion. So the shift of
the AD curve is less than it would otherwise be: fiscal policy be-
comes less effective when the money supply is held fixed.

A monetary policy rule is a formula that

determines the central bank’s actions.

The Quantity Theory of Money

emphasizes the positive relationship between

the price level and the money supply. It relies

on the velocity equation (M × V = P × Y ).

The velocity of money is the ratio of

nominal GDP to the money supply. It is a

measure of the number of times the average

dollar bill is spent per year.



Traditional monetarists are hard to find among today’s macroeconomists. As we’ll
see later, however, the concern that originally motivated the monetarists—that too
much discretionary monetary policy can actually destabilize the economy—has become
widely accepted.

Inflation and the Natural Rate of Unemployment
At the same time that monetarists were challenging Keynesian views about how
macroeconomic policy should be conducted, other economists—some, but not all,
monetarists—were emphasizing the limits to what activist macroeconomic policy
could achieve.

In the 1940s and 1950s, many Keynesian economists believed that expansionary fis-
cal policy could be used to achieve full employment on a permanent basis. In the 1960s,
however, many economists realized that expansionary policies could cause problems
with inflation, but they still believed policy makers could choose to trade off low un-
employment for higher inflation even in the long run.

In 1968, however, Edmund Phelps of Columbia University and Milton Friedman,
working independently, proposed the concept of the natural rate of unemployment. In
Module 34 we saw that the natural rate of unemployment is also the nonaccelerating
inflation rate of unemployment, or NAIRU. According to the natural rate hypothesis,
because inflation is eventually embedded in expectations, to avoid accelerating infla-
tion over time, the unemployment rate must be high enough that the actual inflation
rate equals the expected rate of inflation. Attempts to keep the unemployment rate
below the natural rate will lead to an ever - rising inflation rate.

The natural rate hypothesis limits the role of activist macroeconomic policy com-
pared to earlier theories. Because the government can’t keep unemployment below the
natural rate, its task is not to keep unemployment low but to keep it stable—to prevent
large fluctuations in unemployment in either direction.

The Friedman–Phelps hypothesis made a strong prediction: that the apparent
trade -off between unemployment and inflation would not survive an extended period
of rising prices. Once inflation was embedded in the public’s expectations, inflation
would continue even in the face of high unemployment. Sure enough, that’s exactly
what happened in the 1970s. This accurate prediction was one of the triumphs of
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f i g u r e 35.3

The Velocity of Money
From 1960 to 1980, the velocity of
money was stable, leading monetarists
to believe that steady growth in the
money supply would lead to a stable
economy. After 1980, however, velocity
began moving erratically, undermining
the case for traditional monetarism. As
a result, traditional monetarism fell out
of favor.
Source: Bureau of Economic Analysis;
Federal Reserve Bank of St. Louis.
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Until 1980, velocity
followed a smooth trend.

After 1980, velocity
changed erratically.

According to the natural rate hypothesis,

to avoid accelerating inflation over time, the

unemployment rate must be high enough that

the actual inflation rate equals the expected

inflation rate.



macroeconomic analysis, and it convinced the great majority of economists that the
natural rate hypothesis was correct. In contrast to traditional monetarism, which de-
clined in influence as more evidence accumulated, the natural rate hypothesis has be-
come almost universally accepted among macroeconomists, with a few qualifications.
(Some macroeconomists believe that at very low or negative rates of inflation the hy-
pothesis doesn’t work.)

The Political Business Cycle
One final challenge to Keynesian economics focused not on the validity of the economic
analysis but on its political consequences. A number of economists and political scientists
pointed out that activist macroeconomic policy lends itself to political manipulation.

Statistical evidence suggests that election results tend to be determined by the state
of the economy in the months just before the election. In the United States, if the econ-
omy is growing rapidly and the unemployment rate is falling in
the six months or so before Election Day, the incumbent party
tends to be re-elected even if the economy performed poorly in
the preceding three years.

This creates an obvious temptation to abuse activist macro-
economic policy: pump up the economy in an election year, and
pay the price in higher inflation and/or higher unemployment
later. The result can be unnecessary instability in the economy, a
political business cycle caused by the use of macroeconomic
policy to serve political ends.

An often - cited example is the combination of expansionary
fiscal and monetary policy that led to rapid growth in the U.S.
economy just before the 1972 election and a sharp acceleration
in inflation after the election. Kenneth Rogoff, a respected
macroeconomist who served as chief economist at the Interna-
tional Monetary Fund, proclaimed Richard Nixon, the president
at the time, “the all -time hero of political business cycles.”

One way to avoid a political business cycle is to place monetary policy in the hands
of an independent central bank, insulated from political pressure. The political busi-
ness cycle is also a reason to limit the use of discretionary fiscal policy to extreme cir-
cumstances.

Rational Expectations, Real Business Cycles, and

New Classical Macroeconomics
As we have seen, one key difference between classical economics and Keynesian eco-
nomics is that classical economists believed that the short -run aggregate supply curve
is vertical, but Keynes emphasized the idea that the aggregate supply curve slopes up-
ward in the short run. As a result, Keynes argued that demand shocks—shifts in the ag-
gregate demand curve—can cause fluctuations in aggregate output.

The challenges to Keynesian economics that arose in the 1950s and 1960s—the re-
newed emphasis on monetary policy and the natural rate hypothesis—didn’t question
the view that an increase in aggregate demand leads to a rise in aggregate output in the
short run nor that a decrease in aggregate demand leads to a fall in aggregate output in
the short run. In the 1970s and 1980s, however, some economists developed an ap-
proach to the business cycle known as new classical macroeconomics, which re-
turned to the classical view that shifts in the aggregate demand curve affect only the
aggregate price level, not aggregate output. The new approach evolved in two steps.
First, some economists challenged traditional arguments about the slope of the short -
run aggregate supply curve based on the concept of rational expectations. Second, some
economists suggested that changes in productivity caused economic fluctuations, a
view known as real business cycle theory.
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Election results tend to be deter-
mined by the state of the economy in
the months just before the election.

A political business cycle results when

politicians use macroeconomic policy to serve

political ends.

New classical macroeconomics is an

approach to the business cycle that returns to

the classical view that shifts in the aggregate

demand curve affect only the aggregate price

level, not aggregate output.



Rational Expectations
In the 1970s, a concept known as rational expectations had a powerful impact on macro-
economics. Rational expectations, a theory originally introduced by John Muth in
1961, is the view that individuals and firms make decisions optimally, using all avail-
able information.

For example, workers and employers bargaining over long - term wage contracts need
to estimate the inflation rate they expect over the life of that contract. Rational expec-
tations says that in making estimates of future inflation, they won’t just look at past
rates of inflation; they will also take into account available information about mone-
tary and fiscal policy. Suppose that prices didn’t rise last year, but that the monetary
and fiscal policies announced by policy makers made it clear to economic analysts that
there would be substantial inflation over the next few years. According to rational ex-
pectations, long -term wage contracts will be adjusted today to reflect this future infla-
tion, even though prices didn’t rise in the past.

Rational expectations can make a major difference to the effects of government pol-
icy. According to the original version of the natural rate hypothesis, a government at-
tempt to trade off higher inflation for lower unemployment would work in the short
run but would eventually fail because higher inflation would get built into expecta-
tions. According to rational expectations, we should remove the word eventually: if it’s
clear that the government intends to trade off higher inflation for lower unemploy-
ment, the public will understand this, and expected inflation will immediately rise.

In the 1970s, Robert Lucas of the University of Chicago, in a series of highly influ-
ential papers, used this logic to argue that monetary policy can change the level of un-
employment only if it comes as a surprise to the public. If his analysis was right,
monetary policy isn’t useful in stabilizing the economy after all. In 1995 Lucas won
the Nobel Prize in economics for this work, which remains widely admired. However,
many—perhaps most—macroeconomists, especially those advising policy makers, now
believe that his conclusions were overstated. The Federal Reserve certainly thinks that
it can play a useful role in economic stabilization.

Why, in the view of many macroeconomists, doesn’t the rational expectations hy-
pothesis accurately describe how the economy behaves? New Keynesian economics,
a set of ideas that became influential in the 1990s, provides an explanation. It argues
that market imperfections interact to make many prices in the economy temporarily
sticky. For example, one new Keynesian argument points out that monopolists don’t
have to be too careful about setting prices exactly “right”: if they set a price a bit too
high, they’ll lose some sales but make more profit on each sale; if they set the price
too low, they’ll reduce the profit per sale but sell more. As a result, even small costs to
changing prices can lead to substantial price stickiness and make the economy as a
whole behave in a Keynesian fashion.

Over time, new Keynesian ideas combined with actual experience have reduced the
practical influence of the rational expectations concept. Nonetheless, the idea of ra-
tional expectations served as a useful caution for macroeconomists who had become
excessively optimistic about their ability to manage the economy.

Real Business Cycles
Earlier we introduced the concept of total factor productivity, the amount of output
that can be generated with a given level of factor inputs. Total factor productivity
grows over time, but that growth isn’t smooth. In the 1980s, a number of economists
argued that slowdowns in productivity growth, which they attributed to pauses in
technological progress, are the main cause of recessions. Real business cycle theory
claims that fluctuations in the rate of growth of total factor productivity cause the
business cycle. Believing that the aggregate supply curve is vertical, real business cycle
theorists attribute the source of business cycles to shifts of the aggregate supply
curve: a recession occurs when a slowdown in productivity growth shifts the aggre-
gate supply curve leftward, and a recovery occurs when a pickup in productivity
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Rational expectations is the view that

individuals and firms make decisions

optimally, using all available information.

According to new Keynesian economics,

market imperfections can lead to price

stickiness for the economy as a whole.

Real business cycle theory claims that

fluctuations in the rate of growth of total

factor productivity cause the business cycle.
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growth shifts the aggregate supply curve rightward. In the early days of real business
cycle theory, the theory’s proponents denied that changes in aggregate demand had
any effect on aggregate output.

This theory was strongly influential, as shown by the fact that two of the founders
of real business cycle theory, Finn Kydland of Carnegie Mellon University and Edward
Prescott of the Federal Reserve Bank of Minneapolis, won the 2004 Nobel Prize in eco-
nomics. The current status of real business cycle theory, however, is somewhat similar
to that of rational expectations. The theory is widely recognized as having made valu-
able contributions to our understanding of the economy, and it serves as a useful cau-
tion against too much emphasis on aggregate demand. But many of the real business
cycle theorists themselves now acknowledge that their models need an upward -
sloping aggregate supply curve to fit the economic data—and that this gives aggregate
demand a potential role in determining aggregate output. And as we have seen, policy
makers strongly believe that aggregate demand policy has an important role to play in
fighting recessions.

M o d u l e 35 AP R e v i e w

Check Your Understanding 
1. The figure below shows the behavior of M1 before, during, and

after the 2001 recession. What would a classical economist have
said about the Fed’s policy?

Money supply
(M1, billions
of dollars)

Year

$1,400

1,300

1,200

1,100

19
96

19
99

20
01
20
02

20
05

2001 Recession

2. What would the figure above have looked like if the Fed 
had been following a monetarist policy since 1996?

3. Now look at Figure 35.3, which shows the path of the 
velocity of money. What problems do you think the United
States would have had since 1996 if the Fed had followed a
monetarist policy?

4. In addition to praising aggressive monetary policy, the 2004
Economic Report of the President says that “tax cuts can boost
economic activity by raising after -tax income and enhancing
incentives to work, save, and invest.” Which part is a Keynesian
statement and which part is not? Explain your answer.

5. In early 2001, as it became clear that the United States was
experiencing a recession, the Fed stated that it would fight the
recession with an aggressive monetary policy. By 2004, most
observers concluded that this aggressive monetary expansion
should be given credit for ending the recession.
a. What would rational expectations theorists say about this

conclusion?
b. What would real business cycle theorists say?

Solutions appear at the back of the book.
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Tackle the Test: Multiple-Choice Questions
1. Which of the following was an important point emphasized in

Keynes’s influential work?
I. In the short run, shifts in aggregate demand affect

aggregate output.
II. Animal spirits are an important determinant of business

cycles.
III. In the long run we’re all dead.

a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

2. Which of the following is a central point of monetarism?
a. Business cycles are associated with fluctuations in money

demand.
b. Activist monetary policy is the best way to address business

cycles.
c. Discretionary monetary policy is effective while

discretionary fiscal policy is not.
d. The Fed should follow a monetary policy rule.
e. All of the above.

3. The natural rate hypothesis says that the unemployment rate
should be 
a. below the NAIRU.

b. high enough that the actual rate of inflation equals the
expected rate.

c. as close to zero as possible.
d. 5%.
e. left wherever the economy sets it.

4. The main difference between the classical model of the price
level and Keynesian economics is that
a. the classical model assumes a vertical short-run aggregate

supply curve.
b. Keynesian economics assumes a vertical short-run aggregate

supply curve.
c. the classical model assumes an upward sloping long-run

aggregate supply curve.
d. Keynesian economics assumes a vertical long-run aggregate

supply curve.
e. the classical model assumes aggregate demand can not

change in the long run.

5. That fluctuations in total factor productivity growth cause the
business cycle is the main tenet of which theory?
a. Keynesian
b. classical
c. rational expectations
d. real business cycle
e. natural rate

Tackle the Test: Free-Response Questions
1. a. According to monetarism, business cycles are associated

with fluctuations in what?
b. Does monetarism advocate discretionary fiscal policy?

Discretionary monetary policy?
c. What monetary policy does monetarism suggest?
d. What is the velocity equation? Define each of the terms in

the velocity equation.
e. Use the velocity equation to explain the major conclusion of

monetarism.

Answer (10 points)

1 point: The money supply

1 point: No

1 point: No

1 point: A monetary policy rule

1 point: M × V = P × Y

1 point: M is the money supply.

1 point: V is the velocity of money.

1 point: P is the aggregate price level.

1 point: Y is real GDP.

1 point: Since V is stable, a steady growth of M will lead to a steady growth in GDP.

2. For each of the following economic theories, identify its
fundamental conclusion.
a. the classical model of the price level
b. Keynesian economics
c. monetarism
d. the natural rate hypothesis
e. rational expectations
f. real business cycle theory



What you will learn 
in this Module:
• The elements of the modern

macroeconomic consensus

• The main remaining disputes
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Module 36
The Modern
Macroeconomic
Consensus

The Modern Consensus
As we’ve seen, there were intense debates about macroeconomics in the 1960s, 1970s,
and 1980s. More recently, however, things have settled down. The age of macroeco-
nomic controversy is by no means over, but there is now a broad consensus about sev-
eral crucial macroeconomic issues.

To understand the modern consensus, where it came from, and what still remains in
dispute, we’ll look at how macroeconomists have changed their answers to five key
questions about macroeconomic policy. The five questions, and the answers given by
macroeconomists over the past 70 years, are summarized in Table 36.1 on the next
page. (In the table, new classical economics is subsumed under classical economics,
and new Keynesian economics is subsumed under the modern consensus.) Notice that
classical macroeconomics said no to each question; basically, classical macroecono-
mists didn’t think macroeconomic policy could accomplish very much. But let’s go
through the questions one by one.

Is Expansionary Monetary Policy Helpful 
in Fighting Recessions? 
As we’ve seen, classical macroeconomists generally believed that expansionary monetary
policy was ineffective or even harmful in fighting recessions. In the early years of Keyne-
sian economics, macroeconomists weren’t against monetary expansion during reces-
sions, but they tended to believe that it was of doubtful effectiveness. Milton Friedman
and his followers convinced economists that monetary policy was effective after all.

Nearly all macroeconomists now agree that monetary policy can be used to shift the
aggregate demand curve and to reduce economic instability. The classical view that



changes in the money supply affect only aggregate prices, not aggregate output, has
few supporters today. The view once held by some Keynesian economists—that changes
in the money supply have little effect—has equally few supporters. Now, it is generally
agreed that monetary policy is ineffective only in the case of a liquidity trap.

Is Expansionary Fiscal Policy Effective 
in Fighting Recessions? 
Classical macroeconomists were, if anything, even more opposed to fiscal expansion than
to monetary expansion. Keynesian economists, on the other hand, gave fiscal policy a cen-
tral role in fighting recessions. Monetarists argued that fiscal policy was ineffective as long
as the money supply was held constant. But that strong view has become relatively rare.

Most macroeconomists now agree that fiscal policy, like monetary policy, can shift
the aggregate demand curve. Most macroeconomists also agree that the government
should not seek to balance the budget regardless of the state of the economy: they
agree that the role of the budget as an automatic stabilizer helps keep the economy on
an even keel.

Can Monetary and/or Fiscal Policy Reduce
Unemployment in the Long Run? 
Classical macroeconomists didn’t believe the government could do anything about un-
employment. Some Keynesian economists moved to the opposite extreme, arguing
that expansionary policies could be used to achieve a permanently low unemployment
rate, perhaps at the cost of some inflation. Monetarists believed that unemployment
could not be kept below the natural rate.

Almost all macroeconomists now accept the natural rate hypothesis and agree on
the limitations of monetary and fiscal policy. They believe that effective monetary and
fiscal policy can limit the size of fluctuations of the actual unemployment rate around
the natural rate but can’t keep unemployment below the natural rate.

Should Fiscal Policy Be Used in a Discretionary Way?
As we’ve already seen, views about the effectiveness of fiscal policy have gone back and
forth, from rejection by classical macroeconomists, to a positive view by Keynesian econo-
mists, to a negative view once again by monetarists. Today, most macroeconomists believe
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Five Key Questions About Macroeconomic Policy

Classical Keynesian Modern
macroeconomics macroeconomics Monetarism consensus

Is expansionary monetary policy 
helpful in fighting recessions?

Is expansionary fiscal policy effective 
in fighting recessions?

Can monetary and/or fiscal policy
reduce unemployment in the long run?

Should fiscal policy be used in a
discretionary way?

Should monetary policy be used in a
discretionary way?

t a b l e 36.1

No

No

No

No

No

Not very

Yes

Yes

Yes

Yes

Yes

No

No

No

No

Yes, except in special
circumstances

Yes

No

No, except in special
circumstances

Still in dispute



that tax cuts and spending increases are at least somewhat effective in increasing aggre-
gate demand.

Many, but not all, macroeconomists, believe that discretionary fiscal policy is usually
counterproductive: the lags in adjusting fiscal policy mean that, all too often, policies
intended to fight a slump end up intensifying a boom.

As a result, the macroeconomic consensus gives monetary policy the lead role in eco-
nomic stabilization. Discretionary fiscal policy plays the leading role only in special cir-
cumstances when monetary policy is ineffective, such as those facing Japan during the
1990s when interest rates were at or near the zero bound and the economy was in a liq-
uidity trap. 

Should Monetary Policy Be Used in a 
Discretionary Way? 
Classical macroeconomists didn’t think that monetary policy should be used to fight
recessions; Keynesian economists didn’t oppose discretionary monetary policy, but
they were skeptical about its effectiveness. Monetarists argued that discretionary mon-
etary policy was doing more harm than good. Where are we today? This remains an
area of dispute. Today there is a broad consensus among macroeconomists on these
points:
■ Monetary policy should play the main role in stabilization policy.
■ The central bank should be independent, insulated from political pressures, in

order to avoid a political business cycle.
■ Discretionary fiscal policy should be used sparingly, both because of policy lags and

because of the risks of a political business cycle.

There are, however, debates over how the central bank should set its policy.
Should the central bank be given a simple, clearly defined target for its policies, or
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Supply -Side Economics
During the 1970s, a group of economic writers

began propounding a view of economic policy

that came to be known as “supply - side eco-

nomics.” The core of this view was the belief

that reducing tax rates, and so increasing the

incentives to work and invest, would have a

powerful positive effect on the growth rate of

potential output. The supply - siders urged the

government to cut taxes without worrying about

matching spending cuts: economic growth, they

argued, would offset any negative effects from

budget deficits. Some supply - siders even ar-

gued that a cut in tax rates would have such a

miraculous effect on economic growth that tax

revenues—the total amount taxpayers pay to

the government—would actually rise. That is,

some supply - siders argued that the United

States was on the wrong side of the Laffer

curve, a hypothetical relationship between tax

rates and total tax revenue that slopes upward

(meaning higher taxes bring higher tax rev-

enues) at low tax rates but turns downward

(meaning higher taxes bring lower tax revenues)

when tax rates are very high.

In the 1970s, supply - side economics 

was enthusiastically supported by the editors

of the Wall Street Journal and other figures 

in the media, and it became popular with

politicians. In 1980, Ronald Reagan made 

supply - side economics the basis of his 

presidential campaign.

Because supply - side economics emphasizes

supply rather than demand, and because the

supply - siders themselves are harshly critical 

of Keynesian economics, it might seem as if

supply - side theory belongs in our discussion of

new classical macroeconomics. But unlike ra-

tional expectations and real business cycle 

theory, supply - side economics is generally dis-

missed by economic researchers.

The main reason for this dismissal is lack of

evidence. Almost all economists agree that tax

cuts increase incentives to work and invest, but

attempts to estimate these incentive effects in-

dicate that at current U.S. tax levels they aren’t

nearly strong enough to support the strong

claims made by supply - siders. In particular, the

supply - side doctrine implies that large tax cuts,

such as those implemented by Ronald Reagan

in the early 1980s, should sharply raise poten-

tial output. Yet estimates of potential output by

the Congressional Budget Office and others

show no sign of an acceleration in growth after

the Reagan tax cuts.

fy i



should it be given discretion to manage the economy as it sees fit? Should the central
bank consider the management of asset prices, such as stock prices and real estate
prices, part of its responsibility? And what actions should the central bank undertake
when interest rates have hit the zero bound and conventional monetary policy has
reached its limits?

Central Bank Targets It may sound funny to say this, but it’s often not clear exactly
what the Federal Reserve, the central bank of the United States, is trying to achieve.
Clearly it wants a stable economy with price stability, but there isn’t any document set-
ting out the Fed’s official view about exactly how stable the economy should be or what
the inflation rate should be.

This is not necessarily a bad thing. Experienced staff at the Fed generally believe that
the absence of specific guidelines gives the central bank flexibility in coping with eco-
nomic events and that history proves the Fed uses that flexibility well. In practice, chairs
of the Fed tend to stay in office for a long time—William McChesney Martin was chair

from 1951 to 1970, and Alan Greenspan, appointed in 1987, served as chair until
2006. These long - serving chairs acquire personal credibility that reassures the
public that the central bank’s power will be used well.

Central banks in some other countries have adopted formal guidelines. Some
American economists—including some members of the Federal Reserve Board of
Governors—believe that the United States should follow suit. The best -known
example of a central bank using formal guidelines is the Bank of England. Until
1997, the Bank of England was simply an arm of the British Treasury Depart-
ment, with no independence. When it became an independent organization like
the Federal Reserve, it was given a mandate to achieve an inflation target of 2.5%.
(In 2003, that target was changed to 2%.)

While inflation targeting is now advocated by many macroeconomists, others
believe that such a rule can limit the ability of the central bank to respond to
events, such as a stock market crash or a world financial crisis.

Unlike the Bank of England, the Fed doesn’t have an explicit inflation target.
However, it is widely believed to want an inflation rate of about 2%. Once the econ-
omy has moved past the current recession and financial crisis, there is likely to be
renewed debate about whether the Fed should adopt an explicit inflation target.

Asset Prices During the 1990s, many economists warned that the U.S. stock market
was losing touch with reality—share prices were much higher than could be justified
given realistic forecasts of companies’ future profits. Among these economists was
Alan Greenspan, then chair of the Federal Reserve, who warned about “irrational exu-
berance” in a famous speech. In 2000, the stock market headed downward, taking the
economy with it. Americans who had invested in the stock market suddenly felt poorer
and so cut back on spending, helping push the economy into a recession.

Just a few years later the same thing happened in the housing market, as home
prices climbed above levels that were justified by the incomes of home buyers and the
cost of renting rather than buying. This time, however, Alan Greenspan dismissed con-
cerns about a bubble as “most unlikely.” But it turned out that there was indeed a bub-
ble, which popped in 2006, leading to a financial crisis, and which pushed the economy
into yet another recession.

These events highlighted a long - standing debate over monetary policy: should the
central bank restrict its concerns to inflation and possibly unemployment, or should it
also try to prevent extreme movements in asset prices, such as the average price of
stocks or the average price of houses?

One view is that the central bank shouldn’t try to second -guess the value investors
place on assets like stocks or houses, even if it suspects that those prices are getting out
of line. That is, the central bank shouldn’t raise interest rates to curb stock prices or
housing prices if overall consumer price inflation remains low. If an overvalued stock
market eventually falls and depresses aggregate demand, the central bank can deal with
that by cutting interest rates.
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The Bank of England has a mandate to
keep inflation at around 2%.
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When the housing market fell in 2006,
people began to question whether the
central bank should concern itself with
extreme movements in asset prices such
as homes.



The alternative view warns that after a bubble bursts—after overvalued asset prices
fall to earth—it may be difficult for monetary and fiscal policy to offset the effects on
aggregate demand. After having seen the Japanese economy struggle for years with de-
flation in the aftermath of the collapse of its bubble economy, proponents of this view
argue that the central bank should act to rein in irrational exuberance when it is hap-
pening, even if consumer price inflation isn’t a problem.

The 2001 recession and the recession that started in 2007 gave ammunition to both
sides in this debate, which shows no sign of ending.

Unconventional Monetary Policies In 2008, responding to a growing financial crisis,
the Federal Reserve began engaging in highly unconventional monetary policy. The
Fed normally conducts monetary policy through open-market operations in which it
buys and sells short-term U.S. government debt in order to influence interest rates. We
have also seen that in 2008, faced with severe problems in the financial markets, the
Fed vastly expanded its operations. It lent huge sums to a wide variety of financial in-
stitutions, and it began large-scale purchases of private assets, including commercial
paper (short-term business debts) and assets backed by home mortgages.

These actions and similar actions by other central banks, such as the Bank of Japan,
were controversial. Supporters of the moves argued that extraordinary action was nec-
essary to deal with the financial crisis and to cope with the liquidity trap that the econ-
omy had fallen into. But skeptics questioned both the effectiveness of the moves and
whether the Fed was taking on dangerous risks. However, with interest rates up against
the zero bound, it’s not clear that the Fed had any other alternative but to turn uncon-
ventional. Future attitudes toward unconventional monetary policy will probably de-
pend on how the Fed’s efforts play out.

The Clean Little Secret of Macroeconomics
It’s important to keep the debates we have just described in perspective. Macroeconom-
ics has always been a contentious field, much more so than microeconomics. There will
always be debates about appropriate policies. But the striking thing about current de-
bates is how modest the differences among macroeconomists really are. The clean little
secret of modern macroeconomics is how much consensus economists have reached
over the past 70 years.
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After the Bubble
In the 1990s, many economists worried that

stock prices were irrationally high, and these

worries proved justified. Starting in 2000, the

NASDAQ, an index made up largely of technol-

ogy stocks, began declining, ultimately losing

two-thirds of its peak value. And in 2001 the

plunge in stock prices helped push the United

States into recession.

The Fed responded with large, rapid interest

rate cuts. But should it have tried to burst the

stock bubble when it was happening?

Many economists expected the aftermath of

the 1990s stock market bubble to settle, once

and for all, the question of whether central

banks should concern themselves about 

asset prices. But the test results came out 

ambiguous, failing to settle the issue.

If the Fed had been unable to engineer 

a recovery—if the U.S. economy had slid 

into a liquidity trap like that of Japan—

critics of the Fed’s previous inaction would

have had a very strong case. But the 

recession was, in fact, short: the National 

Bureau of Economic Research says that 

the recession began in March 2001 and 

ended in November 2001.

Furthermore, if the Fed had been able to pro-

duce a quick, strong recovery, its inaction dur-

ing the 1990s would have been strongly vindi-

cated. Unfortunately, that didn’t happen either.

Although the economy began recovering in late

2001, the recovery was initially weak—so

weak that employment continued to drop until

the summer of 2003. Also, the fact that the Fed

had to cut the federal funds rate to only 1%—

uncomfortably close to 0%—suggested that

the U.S. economy had come dangerously close

to a liquidity trap.

In other words, the events of 2001–2003

probably intensified the debate over 

monetary policy and asset prices, rather 

than resolving it.

fy i
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M o d u l e 36 AP R e v i e w

Check Your Understanding 
1. What debates has the modern consensus resolved? What

debates has it not resolved?

Solutions appear at the back of the book.

Tackle the Test: Multiple-Choice Questions
1. Which of the following is an example of an opinion on which

economists have reached a broad consensus?
I. The natural rate hypothesis holds true.

II. Discretionary fiscal policy is usually counterproductive.
III. Monetary policy is effective, especially in a liquidity trap.

a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

2. In the first FYI box of this module (p. 357) you learned about
supply-side economics. Which of the following is stressed 
by supply siders?
a. Taxes should be increased.
b. Lower taxes will lead to lower tax revenues.
c. It is important to increase incentives to work, save, and invest.
d. The economy operates on the upward-sloping section of the

Laffer curve.
e. Supply side views are widely supported by empirical evidence.

3. Which of the following is true regarding central bank targets?
a. The Fed has an explicit inflation target.
b. All central banks have explicit inflation targets.

c. No central banks have explicit inflation targets.
d. The Fed clearly does not have an implicit inflation target.
e. Economists are split regarding the need for explicit inflation

targets.

4. The Fed’s main concerns are
a. inflation and unemployment.
b. inflation and asset prices.
c. inflation, asset prices, and unemployment.
d. asset prices and unemployment.
e. inflation and the value of the dollar.

5. The “clean little secret of macroeconomics” is that
a. microeconomics is even more contentious than

macroeconomics.
b. debate among macroeconomists has ended.
c. economists have reached a significant consensus.
d. macroeconomics has progressed much more than

microeconomics in the past 70 years. 
e. economists have identified how to prevent future business

cycles.

Tackle the Test: Free-Response Questions
1. What is the consensus view of macroeconomists on each of the

following:
a. monetary policy and aggregate demand
b. when monetary policy is ineffective
c. fiscal policy and aggregate demand
d. a balanced budget mandate
e. the effectiveness of discretionary fiscal policy

Answer (5 points)

1 point: Monetary policy can shift aggregate demand in the short run.

1 point: Monetary policy is ineffective when in a liquidity trap.

1 point: Fiscal policy can shift aggregate demand.

1 point: This is not a good idea. Fluctuations in the budget act as an automatic
stabilizer for the economy.

1 point: It is usually counterproductive (for example, due to lags in
implementation).

2. On the basis of the description of the Laffer curve in the FYI
box on supply-side economics on page 357, draw a correctly
labeled graph of the Laffer curve. Use an “x” to identify a point
on the curve at which a reduction in tax rates would lead to
increased tax revenue.
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Summary

1. Some of the fluctuations in the budget balance are 
due to the effects of the business cycle. In order to 
separate the effects of the business cycle from the ef-
fects of discretionary fiscal policy, governments esti-
mate the cyclically adjusted budget balance, an
estimate of the budget balance if the economy were at
potential output.

2. U.S. government budget accounting is calculated 
on the basis of fiscal years. Persistent budget deficits
have long -run consequences because they lead to 
an increase in public debt. This can be a problem 
for two reasons. Public debt may crowd out invest-
ment spending, which reduces long -run economic
growth. And in extreme cases, rising debt may lead 
to government default, resulting in economic and fi-
nancial turmoil.

3. A widely used measure of fiscal health is the debt–GDP
ratio. This number can remain stable or fall even in the
face of moderate budget deficits if GDP rises over time.
However, a stable debt–GDP ratio may give a misleading
impression that all is well because modern governments
often have large implicit liabilities. The largest im-
plicit liabilities of the U.S. government come from So-
cial Security, Medicare, and Medicaid, the costs of
which are increasing due to the aging of the population
and rising medical costs.

4. Expansionary monetary policy reduces the interest
rate by increasing the money supply. This increases in-
vestment spending and consumer spending, which in
turn increases aggregate demand and real GDP in the
short run. Contractionary monetary policy raises the
interest rate by reducing the money supply. This re-
duces investment spending and consumer spending,
which in turn reduces aggregate demand and real GDP
in the short run.

5. The Federal Reserve and other central banks try to sta-
bilize their economies, limiting fluctuations of actual
output to around potential output, while also keeping
inflation low but positive. Under the Taylor rule for
monetary policy, the target interest rate rises when
there is inflation, or a positive output gap, or both; the
target interest rate falls when inflation is low or nega-
tive, or when the output gap is negative, or both. Some
central banks engage in inflation targeting, which is a
forward - looking policy rule, whereas the Taylor rule is a
backward - looking policy rule. In practice, the Fed ap-
pears to operate on a loosely defined version of the Tay-
lor rule. Because monetary policy is subject to fewer
implementation lags than fiscal policy, it is the pre-
ferred policy tool for stabilizing the economy.

6. In the long run, changes in the money supply affect the
aggregate price level but not real GDP or the interest
rate. Data show that the concept of monetary neutral-
ity holds: changes in the money supply have no real ef-
fect on the economy in the long run.

7. In analyzing high inflation, economists use the 
classical model of the price level, which says that
changes in the money supply lead to proportional
changes in the aggregate price level even in the 
short run.

8. Governments sometimes print money in order to fi-
nance budget deficits. When they do, they impose an
inflation tax, generating tax revenue equal to the in-
flation rate times the money supply, on those who
hold money. Revenue from the real inflation tax, the
inflation rate times the real money supply, is the real
value of resources captured by the government. In
order to avoid paying the inflation tax, people reduce
their real money holdings and force the government to
increase inflation to capture the same amount of real
inflation tax revenue. In some cases, this leads to a vi-
cious circle of a shrinking real money supply and a ris-
ing rate of inflation, leading to hyperinflation and a
fiscal crisis.

9. A positive output gap is associated with lower - than -
 normal unemployment; a negative output gap is associ-
ated with higher - than - normal unemployment.

10. Countries that don’t need to print money to cover gov-
ernment deficits can still stumble into moderate infla-
tion, either because of political opportunism or because
of wishful thinking.

11. At a given point in time, there is a downward -sloping
relationship between unemployment and inflation
known as the short - run Phillips curve. This curve 
is shifted by changes in the expected rate of inflation.
The long - run Phillips curve, which shows the rela-
tionship between unemployment and inflation once
expectations have had time to adjust, is vertical. It de-
fines the non accelerating inflation rate of unem-
ployment, or NAIRU, which is equal to the natural
rate of unemployment.

12. Once inflation has become embedded in expectations,
getting inflation back down can be difficult because
disinflation can be very costly, requiring the sacrifice
of large amounts of aggregate output and imposing
high levels of unemployment. However, policy makers
in the United States and other wealthy countries were
willing to pay that price of bringing down the high in-
flation of the 1970s.
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13. Deflation poses several problems. It can lead to 
debt deflation, in which a rising real burden of 
outstanding debt intensifies an economic downturn.
Also, interest rates are more likely to run up against
the zero bound in an economy experiencing defla-
tion. When this happens, the economy enters a liq-
uidity trap, rendering conventional monetary policy
ineffective.

14. Classical macroeconomics asserted that monetary pol-
icy affected only the aggregate price level, not aggregate
output, and that the short run was unimportant. By the
1930s, measurement of business cycles was a well -
 established subject, but there was no widely accepted
theory of business cycles.

15. Keynesian economics attributed the business cycle 
to shifts of the aggregate demand curve, often the 
result of changes in business confidence. Keynesian eco-
nomics also offered a rationale for macroeconomic
policy activism.

16. In the decades that followed Keynes’s work, economists
came to agree that monetary policy as well as fiscal 
policy is effective under certain conditions. Mone-
tarism is a doctrine that called for a monetary policy
rule as opposed to discretionary monetary policy.
The argument of monetarists—based on a belief that the
velocity of money was stable—that GDP would grow
steadily if the money supply grew steadily, was 
influential for a time but was eventually rejected by
many macroeconomists.

17. The natural rate hypothesis became almost universally
accepted, limiting the role of macroeconomic policy to
stabilizing the economy rather than seeking a perma-

nently low unemployment rate. Fears of a political
business cycle led to a consensus that monetary policy
should be insulated from politics.

18. Rational expectations suggests that even in the short
run there might not be a trade  off between inflation and
unemployment because expected inflation would
change immediately in the face of expected changes 
in policy. Real business cycle theory claims that
changes in the rate of growth of total factor productiv-
ity are the main cause of business cycles. Both of these
versions of new classical macroeconomics received
wide attention and respect, but policy makers and many
economists haven’t accepted the conclusion that mone-
tary and fiscal policy are ineffective in changing aggre-
gate output.

19. New Keynesian economics argues that market imper-
fections can lead to price stickiness, so that changes in
aggregate demand have effects on aggregate output
after all.

20. The modern consensus is that monetary and fiscal pol-
icy are both effective in the short run but that neither
can reduce the unemployment rate in the long run. Dis-
cretionary fiscal policy is considered generally unadvis-
able, except in special circumstances.

21. There are continuing debates about the appropriate role
of monetary policy. Some economists advocate the ex-
plicit use of an inflation target, but others oppose it.
There’s also a debate about whether monetary policy
should take steps to manage asset prices and what kind
of unconventional monetary policy, if any, should be
adopted to address a liquidity trap.
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1. The government’s budget surplus in Macroland has risen con-
sistently over the past five years. Two government policy mak-
ers disagree as to why this has happened. One argues that a
rising budget surplus indicates a growing economy; the other
argues that it shows that the government is using contrac-
tionary fiscal policy. Can you determine which policy maker is
correct? If not, why not?

2. You are an economic adviser to a candidate for national office.
She asks you for a summary of the economic consequences of a
balanced -budget rule for the federal government and for your
recommendation on whether she should support such a rule.
How do you respond?

3. In which of the following cases does the size of the govern-
ment’s debt and the size of the budget deficit indicate poten-
tial problems for the economy?

a. The government’s debt is relatively low, but the govern-
ment is running a large budget deficit as it builds a 
high-speed rail system to connect the major cities of 
the nation.

b. The government’s debt is relatively high due to a recently
ended deficit-financed war, but the government is now run-
ning only a small budget deficit.

c. The government’s debt is relatively low, but the government
is running a budget deficit to finance the interest payments
on the debt.

4. Unlike households, governments are often able to sustain large
debts. For example, in September 2007, the U.S. government’s
total debt reached $9 trillion, approximately 64% of GDP. At
the time, according to the U.S. Treasury, the average interest
rate paid by the government on its debt was 5.0%. However,
running budget deficits becomes hard when very large debts
are outstanding.

a. Calculate the dollar cost of the annual interest on the gov-
ernment’s total debt assuming the interest rate and debt
figures cited above.

b. If the government operates on a balanced budget before 
interest payments are taken into account, at what rate 
must GDP grow in order for the debt–GDP ratio to remain
unchanged?

c. Calculate the total increase in national debt if the govern-
ment incurs a deficit of $200 billion in fiscal year 2008.
Assume that the only other change to the government’s
total debt arises from interest payments on the current
debt of $9 trillion.

d. At what rate must GDP grow in order for the debt–GDP
ratio to remain unchanged when the deficit in fiscal year
2008 is $200 billion?

e. Why is the debt–GDP ratio the preferred measure of a 
country’s debt rather than the dollar value of the debt? 
Why is it important for a government to keep this number
under control?

5. In the economy of Eastlandia, the money market is initially in
equilibrium when the economy begins to slide into a recession.

a. Using the accompanying diagram, explain what will happen
to the interest rate if the central bank of Eastlandia keeps
the money supply constant at M��

1.

b. If the central bank is instead committed to maintaining 
an interest rate target of r1, then as the economy slides 
into recession, how should the central bank react? Using
your diagram from part a, demonstrate the central bank’s
reaction.

6. Continuing from equilibrium E1 in the previous problem, now
suppose that in the economy of Eastlandia the central bank
decides to decrease the money supply.

a. Using the diagram in problem 5, explain what will happen
to the interest rate in the short run.

b. What will happen to the interest rate in the long run?

7. An economy is in long - run macroeconomic equilibrium with
an unemployment rate of 5% when the government passes 
a law requiring the central bank to use monetary policy 
to lower the unemployment rate to 3% and keep it there. How
could the central bank achieve this goal in the short run? What
would happen in the long run? Illustrate with a diagram.

8. In the following examples, would the classical model of the
price level be relevant?

a. There is a great deal of unemployment in the economy and
no history of inflation.

b. The economy has just experienced five years of 
hyperinflation.

c. Although the economy experienced inflation in the 10% to
20% range three years ago, prices have recently been stable
and the unemployment rate has approximated the natural
rate of unemployment.

9. Answer the following questions about the (real) inflation tax,
assuming that the price level starts at 1.

a. Maria Moneybags keeps $1,000 in her sock drawer for a
year. Over the year, the inflation rate is 10%. What is the real
inflation tax paid by Maria for this year?

Quantity
of money

r1

Interest
rate, r

E1

MD1

MS1

M1

Problems
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12. In the modern world, central banks are free to increase or re-
duce the money supply as they see fit. However, some people
harken back to the “good old days” of the gold standard.
Under the gold standard, the money supply could expand only
when the amount of available gold increased.

a. Under the gold standard, if the velocity of money was stable
when the economy was expanding, what would have had to
happen to keep prices stable?

b. Why would modern macroeconomists consider the gold
standard a bad idea?

a. Calculate the velocity of money for each of the countries.
The accompanying table shows GDP per capita for each of
these countries in 2005 in U.S. dollars.

b. Rank the countries in descending order of per capita in-
come and velocity of money. Do wealthy countries or poor
countries tend to “turn over” their money more times per
year? Would you expect that wealthy countries have more
sophisticated financial systems?

14. Module 35 explains that Kenneth Rogoff proclaimed Richard
Nixon “the all -time hero of political business cycles.” Using the
table of data below from the Economic Report of the Presi-
dent, explain why Nixon may have earned that title. (Note:

M1 Nominal GDP
(billions in (billions in

National national national
Country currency currency) currency)

Egypt Egyptian pounds 101 539

South Korea Korean won 77,274 806,622

Thailand Thai baht 863 7,103

United States U.S. dollars 1,369 12,456

Kenya Kenyan pounds 231 1,415

India Indian rupees 7,213 35,314

Source: Datastream.

Nominal GDP per capita
Country (U.S. dollars)

Egypt $1,270

South Korea 16,444

Thailand 2,707

United States 41,886

Kenya 572

India 710

Source: IMF.

Year Unemployment rate Inflation rate

2000 4.0% 3.4%

2001 4.7 2.8

2002 5.8 1.6

2003 6.0 2.3

2004 5.5 2.7

2005 5.1 3.4

2006 4.6 3.2

2007 4.6 2.9

Source: IMF.

b. Maria continues to keep the $1,000 in her drawer for a sec-
ond year. What is the real value of this $1,000 at the begin-
ning of the second year? Over the year, the inflation rate is
again 10%. What is the real inflation tax paid by Maria for
the second year?

c. For a third year, Maria keeps the $1,000 in the drawer.
What is the real value of this $1,000 at the beginning of
the third year? Over the year, the inflation rate is again
10%. What is the real inflation tax paid by Maria for the
third year?

d. After three years, what is the cumulative real inflation 
tax paid?

e. Redo parts a through d with an inflation rate of 25%. Why
is hyperinflation such a problem?

10. Concerned about the crowding - out effects of government bor-
rowing on private investment spending, a candidate for presi-
dent argues that the United States should just print money to
cover the government’s budget deficit. What are the advan-
tages and disadvantages of such a plan?

11. The accompanying table provides data from the United
States on the average annual rates of unemployment and in-
flation. Use the numbers to construct a scatter plot similar to
Figure 34.1. Discuss why, in the short run, the unemploy-
ment rate rises when inflation falls.

13. Monetarists believed for a period of time that the velocity of
money was stable within a country. However, with financial in-
novation, the velocity began shifting around erratically after
1980. As would be expected, the velocity of money is different
across countries depending upon the sophistication of their fi-
nancial systems—velocity of money tends to be higher in coun-
tries with developed financial systems. The accompanying
table provides money supply and GDP information in 2005 for
six countries. 
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Nixon entered office in January 1969 and was reelected in No-
vember 1972. He resigned in August 1974.)

15. The economy of Albernia is facing a recessionary gap, and
the leader of that nation calls together five of its best econo-
mists representing the classical, Keynesian, monetarist, real
business cycle, and modern consensus views of the macro-
economy. Explain what policies each economist would rec-
ommend and why.

16. Which of the following policy recommendations, if any, are
consistent with the classical, Keynesian, monetarist, and/or
modern consensus views of the macroeconomy?

a. Since the long -run growth of GDP is 2%, the money supply
should grow at 2%.

b. Decrease government spending in order to decrease infla-
tionary pressure.

c. Increase the money supply in order to alleviate a recession-
ary gap.

d. Always maintain a balanced budget.

e. Decrease the budget deficit as a percent of GDP when fac-
ing a recessionary gap.

17. Using a set of graphs as in Figure 35.2, show how a mone-
tarist can argue that a contractionary fiscal policy may not
lead to the desired fall in real GDP given a fixed money sup-
ply. Explain.

Government
Government receipts Government spending budget balance 3-month Treasury

Year (billions of dollars) (billions of dollars) (billions of dollars) M1 growth M2 growth bill rate

1969 $186.9 $183.6 $3.2 3.3% 3.7% 6.68%

1970 192.8 195.6 −2.8 5.1 6.6 6.46

1971 187.1 210.2 −23.0 6.5 13.4 4.35

1972 207.3 230.7 −23.4 9.2 13.0 4.07

1973 230.8 245.7 −14.9 5.5 6.6 7.04

Section 6  Summary
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China is growing—and so are the Chinese. According to of-
ficial statistics, children in China are almost 21⁄2 inches
taller now than they were 30 years ago. The average Chi-
nese citizen is still a lot shorter than the average American,
but at the current rate of growth the difference may be
largely gone in a couple of generations.

If that does happen, China will be following in Japan’s
footsteps. Older Americans tend to think of the Japanese as
short, but today young Japanese men are more than 5
inches taller on average than they were in 1900, which
makes them almost as tall as their American counterparts.

There’s no mystery about why the Japanese grew taller—
it’s because they grew richer. In the early twentieth century,
Japan was a relatively poor country in which many families
couldn’t afford to give their children adequate nutrition. As
a result, their children
grew up to be short
adults. However, since
World War II, Japan has
become an economic
powerhouse in which
food is ample and young
adults are much taller
than before.

The same phenome-
non is now happening
in China. Although it
continues to be a rela-
tively poor country,
China has made great
economic strides over
the past 30 years. Its re-
cent history is probably

the world’s most dramatic example of economic growth—a
sustained increase in the productive capacity of an economy.
Yet despite its impressive performance, China is currently
playing catch -up with economically advanced countries like
the United States and Japan. It’s still relatively poor because
these other nations began their own processes of economic
growth many decades ago—and in the case of the United
States and European countries, more than a century ago.

Unlike a short-run increase in real GDP caused by an 
increase in aggregate demand or short-run aggregate 
supply, we’ll see that economic growth pushes the produc-
tion possibilities curve outward and shifts the long-run ag-
gregate supply curve to the right. Because economic growth
is a long-run concept, we often refer to it as long-run economic
growth for clarity. Many economists have argued that long -

 run economic growth—
why it happens and
how to achieve it—is
the single most im-
portant issue in mac -
roeconomics. In this
section, we present
some facts about long-
run growth, look at
the factors that econ-
omists believe deter-
mine its pace, examine
how government poli-
cies can help or hinder
growth, and address
questions about the
environmental sus-
tainability of growth.

Module 37: Long-run Economic Growth

Module 38: Productivity and Growth

Module 39: Growth Policy: Why Economic
Growth Rates Differ

Module 40: Economic Growth in
Macroeconomic Models

Economics by Example:

“Why Are Some Nations Rich and Others Poor?”
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• How we measure long-run

economic growth

• How real GDP has changed

over time

• How real GDP varies across

countries

• The sources of long-run

economic growth

• How productivity is driven by

physical capital, human

capital, and technological

progress

Module 37
Long-run
Economic Growth

Comparing Economies Across Time and Space
Before we analyze the sources of long - run economic growth, it’s useful to have a sense
of just how much the U.S. economy has grown over time and how large the gaps are be-
tween wealthy countries like the United States and countries that have yet to achieve a
comparable standard of living. So let’s take a look at the numbers.

Real GDP per Capita
The key statistic used to track economic growth is real GDP per capita—real GDP divided
by the population size. We focus on GDP because, as we have learned, GDP measures
the total value of an economy’s production of final goods and services as well as the in-
come earned in that economy in a given year. We use real GDP because we want to sep-
arate changes in the quantity of goods and services from the effects of a rising price
level. We focus on real GDP per capita because we want to isolate the effect of changes in
the population. For example, other things equal, an increase in the population lowers
the standard of living for the average person—there are now more people to share a
given amount of real GDP. An increase in real GDP that only matches an increase in
population leaves the average standard of living unchanged.

Although we learned that growth in real GDP per capita should not be a policy goal
in and of itself, it does serve as a very useful summary measure of a country’s 
economic progress over time. Figure 37.1 shows real GDP per capita for the United
States, India, and China, measured in 1990 dollars, from 1908 to 2008. (We’ll talk
about India and China in a moment.) The vertical axis is drawn on a logarithmic scale
so that equal percent changes in real GDP per capita across countries are the same size
in the graph.

To give a sense of how much the U.S. economy grew during the last century, Table 37.1
shows real GDP per capita at 20-year intervals, expressed two ways: as a percentage of the
1908 level and as a percentage of the 2008 level. In 1928, the U.S. economy already pro-
duced 144% as much per person as it did in 1908. In 2008, it produced 684% as much per



person as it did in 1908. Alternatively, in 1908, the U.S. economy produced only 15% as
much per person as it did in 2008.

The income of the typical family normally grows more or less in proportion to per
capita income. For example, a 1% increase in real GDP per capita corresponds, roughly,
to a 1% increase in the income of the median or typical family—a family at the center of
the income distribution. In 2008, the median American household had an income of
about $50,000. Since Table 37.1 tells us that real GDP per capita in 1908 was only 15%
of its 2008 level, a typical family in 1908 probably had purchasing power only 15% as
large as the purchasing power of a typical family in 2008. That’s around $8,000 in
today’s dollars, representing a standard of living that we would now consider severe
poverty. Today’s typical American family, if transported back to the United States of
1908, would feel quite a lot of deprivation.

Yet many people in the world have a standard of living equal to or lower than that of
the United States a century ago. That’s the message about China and India in Figure 37.1:
despite dramatic economic growth in China over the last
three decades and the less dramatic acceleration of economic
growth in India, China has only just attained the standard
of living that the United States enjoyed in 1908, while India
is still poorer than the United States was in 1908. And much
of the world today is poorer than China or India.

You can get a sense of how poor much of the world re-
mains by looking at Figure 37.2 on the next page, a map of
the world in which countries are classified according to
their 2008 levels of GDP per capita, in U.S. dollars. As you
can see, large parts of the world have very low incomes.
Generally speaking, the countries of Europe and North
America, as well as a few in the Pacific, have high incomes.
The rest of the world, containing most of its population,
is dominated by countries with GDP less than $5,000 per
capita—and often much less. In fact, today more than 50%
of the world’s people live in countries with a lower stan-
dard of living than the United States had a century ago.
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f i g u r e 37.1

Economic Growth in the United
States, India, and China over
the Past Century
Real GDP per capita from 1908 to 2008, meas-
ured in 1990 dollars, is shown for the United
States, India, and China. Equal percent changes
in real GDP per capita are drawn the same 
size. India and China currently have a much
higher growth rate than the United States. How-
ever, China has only just attained the standard
of living achieved in the United States in 1908,
while India is still poorer than the United States
was in 1908.
Sources: Angus Maddison, Statistics on World Population, 
GDP, and Per Capita GDP, 1–2008AD, http://www.ggdc.net/
maddison.

Real GDP
per capita
(log scale)

Year
19

08
19

20
19

30
19

40
19

50
19
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19

70
19

80
19

90
20

00
20

08

$100,000

10,000

1,000

World War II

China

India

United States

U.S. Real GDP per Capita 

Percentage of Percentage of 
1908 real GDP 2008 real GDP

Year per capita per capita

1908 100% 15%

1928 144 21

1948 199 29

1968 326 48

1988 493 72

2008 684 100

Source: Angus Maddison, Statistics on World Population, GDP, and Per Capita GDP, 
1–2008AD, http://www.ggdc.net/maddison.

t a b l e 37.1
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Low income ($899 or less)
Middle-low income,
less than $5,000 ($900–4,999)

Middle-high income,
greater than $5,000 ($5,000–10,999)
High income ($11,000 or more)

NORTH
AMERICA

SOUTH
AMERICA

AFRICA

EUROPE ASIA

AUSTRALIA

f i g u r e 37.2
Incomes Around the World, 2008
Although the countries of Europe and North America—along with a few in East Asia—have high incomes, much
of the world is still very poor. Today, more than 50% of the world’s population lives in countries with a lower 
standard of living than the United States had a century ago.
Source: International Monetary Fund.

India Takes Off
India achieved independence from Great Britain

in 1947, becoming the world’s most populous

democracy—a status it has maintained to this

day. For more than three decades after inde-

pendence, however, this happy political story

was partly overshadowed by economic disap-

pointment. Despite ambitious economic devel-

opment plans, India’s performance was

consistently sluggish. In 1980, India’s real GDP

per capita was only about 50% higher than it

had been in 1947; the gap between Indian liv-

ing standards and those in wealthy countries

like the United States had been growing rather

than shrinking.

Since then, however, India has done much

better. As Figure 37.3 shows, real GDP per

capita has grown at an average rate of 4.1% a

year, tripling between 1980 and 2008. India

now has a large and rapidly growing middle

class. And yes, the well - fed children of that mid-

dle class are much taller than their parents.

What went right in India after 1980? Many

economists point to policy reforms. For

decades after independence, India had a tightly

controlled, highly regulated economy. Today,

things are very different: a series of reforms

opened the economy to international trade and

freed up domestic competition. Some econo-

mists, however, argue that this can’t be the

main story because the big policy reforms

weren’t adopted until 1991, yet growth acceler-

ated around 1980.

Regardless of the explanation, India’s eco-

nomic rise has transformed it into a major new

fy i

India’s high rate of economic growth since 1980
has raised living standards and led to the emer-
gence of a rapidly growing middle class.

economic power—and allowed hundreds of mil-

lions of people to have a much better life, better

than their grandparents could have dreamed.
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Growth Rates
How did the United States manage to produce nearly seven times more per person in
2008 than in 1908? A little bit at a time. Long - run economic growth is normally a
gradual process in which real GDP per capita grows at most a few percent per year.
From 1908 to 2008, real GDP per capita in the United States increased an average of
1.9% each year.

To have a sense of the relationship between the annual growth rate of real GDP per
capita and the long -run change in real GDP per capita, it’s helpful to keep in mind the
Rule of 70, a mathematical formula that tells us how long it takes real GDP per
capita, or any other variable that grows gradually over time, to double. The approxi-
mate answer is:

(37-1) Number of years for variable to double =

(Note that the Rule of 70 can be applied to only a positive growth rate.) So if real
GDP per capita grows at 1% per year, it will take 70 years to double. If it grows at 2%
per year, it will take only 35 years to double. Applying the Rule of 70 to the 1.9% aver-
age growth rate in the United States implies that it should have taken 37 years for
real GDP per capita to double; it would have taken 111 years—three periods of 
37 years each—for U.S. real GDP per capita to double three times. That is, the Rule 
of 70 implies that over the course of 111 years, U.S. real GDP per capita should have
increased by a factor of 2 × 2 × 2 = 8. And this does turn out to be a pretty good ap-
proximation of reality. Between 1890 and 2008—a period of 118 years—real GDP per
capita rose just about eightfold.

Figure 37.3 shows the average annual rate of growth of real GDP per capita 
for selected countries from 1980 to 2008. Some countries were notable success 
stories: we’ve already mentioned China, which has made spectacular progress.
India, although not matching China’s performance, has also achieved impres -
sive growth.

Some countries, though, have had very disappointing growth. Argentina was
once considered a wealthy nation. In the early years of the twentieth century, it 
was in the same league as the United States and Canada. But since then it has 

70
Annual growth rate of variable
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f i g u r e 37.3

Comparing Recent
Growth Rates
Here the average annual rate of
growth of real GDP per capita 
from 1980 to 2008 is shown for 
selected countries. China and, to 
a lesser extent, India and Ireland
have achieved impressive growth.
The United States and France have
had moderate growth. Despite hav-
ing once been considered an eco-
nomically advanced country,
Argentina has had sluggish growth.
Still others, such as Zimbabwe,
have slid backward.
Source: International Monetary Fund.

China India Ireland United
States

France Argentina Zimbabwe

10%

8

6

4

2

0

Average annual
growth rate
of real GDP
per capita,
1980–2008

8.8%

4.1% 3.9%

1.9%
1.5%

–1.8%

1.2%

–2

The Rule of 70 tells us that the time it 

takes a variable that grows gradually over

time to double is approximately 70 divided 

by that variable’s annual growth rate.
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After 20 years of being sluggish, U.S. productiv-

ity growth accelerated sharply in the late 1990s.

What caused that acceleration? Was it the rise

of the Internet?

Not according to analysts at McKinsey 

and Co., a famous business consulting 

firm. They found that a major source of pro-

ductivity improvement after 1995 was a 

surge in output per worker in retailing—

stores were selling much more merchandise

per worker. And why did productivity surge in

retailing in the United States? “The reason

can be explained in just two syllables: Wal-

mart,” wrote McKinsey.

Walmart has been a pioneer in using 

modern technology to improve productivity. 

For example, it was one of the first companies

to use computers to track inventory, to use bar -

 code scanners, to establish direct electronic

links with suppliers, and so on. It continued to

set the pace in the 1990s, but, increasingly,

other companies have imitated Wal mart’s busi-

ness practices.

There are two lessons from the “Walmart ef-

fect,” as McKinsey calls it. One is that how you

apply a technology makes all the difference:

everyone in the retail business knew about

computers, but Walmart figured out what to do

with them. The other is that a lot of economic

growth comes from everyday improvements

rather than glamorous new technologies.
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The Wal mart Effect

lagged far behind more dynamic economies. And still others, like Zimbabwe, have
slid backward.

What explains these differences in growth rates? To answer that question, we need
to examine the sources of long - run growth.

The Sources of Long - run Growth
Long - run economic growth depends almost entirely on one ingredient: rising productiv-
ity. However, a number of factors affect the growth of productivity. Let’s look first at
why productivity is the key ingredient. After that, we’ll examine what affects it.

The Crucial Importance of Productivity
Sustained growth in real GDP per capita occurs only when the amount of output produced by the
average worker increases steadily. The term labor productivity, or productivity for short,
is used to refer either to output per worker or, in some cases, to output per hour (the
number of hours worked by an average worker differs to some extent across countries,
although this isn’t an important factor in the difference between living standards in,
say, India and the United States). In this book we’ll focus on output per worker. For the
economy as a whole, productivity—output per worker—is simply real GDP divided by
the number of people working.

You might wonder why we say that higher productivity is the only source of long -
run growth in real GDP per capita. Can’t an economy also increase its real GDP per
capita by putting more of the population to work? The answer is, yes, but . . . . For short
periods of time, an economy can experience a burst of growth in output per capita by
putting a higher percentage of the population to work. That happened in the United
States during World War II, when millions of women who previously worked only in
the home entered the paid workforce. The percentage of adult civilians employed out-
side the home rose from 50% in 1941 to 58% in 1944, and you can see the resulting
bump in real GDP per capita during those years in Figure 37.1.

Over the longer run, however, the rate of employment growth is never very different
from the rate of population growth. Over the course of the twentieth century, for example,
the population of the United States rose at an average rate of 1.3% per year and employment

Labor productivity, often referred to simply

as productivity, is output per worker.
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rose 1.5% per year. Real GDP per capita rose 1.9% per year; of that, 1.7%—that is, almost
90% of the total—was the result of rising productivity. In general, overall real GDP can
grow because of population growth, but any large increase in real GDP per capita must be
the result of increased output per worker. That is, it must be due to higher productivity.

We have just seen that increased productivity is the key to long -run economic
growth. But what leads to higher productivity?

Explaining Growth in Productivity
There are three main reasons why the average U.S. worker today produces far more
than his or her counterpart a century ago. First, the modern worker has far more physi-
cal capital, such as tools and office space, to work with. Second, the modern worker is
much better educated and so possesses much more human capital. Finally, modern
firms have the advantage of a century’s accumulation of technical advancements re-
flecting a great deal of technological progress.

Let’s look at each of these factors in turn.

Physical Capital Module 22 explained that capital—manufactured goods used to pro-
duce other goods and services—is often described as physical capital to distinguish it
from human capital and other types of capital. Physical capital such as buildings and
machinery makes workers more productive. For example, a worker operating a backhoe
can dig a lot more feet of trench per day than one equipped with only a shovel.

The average U.S. private - sector worker today makes use of around $130,000 worth
of physical capital—far more than a U.S. worker had 100 years ago and far more than
the average worker in most other countries has today.

Human Capital It’s not enough for a worker to have good equipment—he or she must
also know what to do with it. Human capital refers to the improvement in labor cre-
ated by the education and knowledge embodied in the workforce.

The human capital of the United States has increased dramatically over the past
century. A century ago, although most Americans were able to read and write, very few
had an extensive education. In 1910, only 13.5% of Americans over 25 had graduated
from high school and only 3% had four -year college degrees. By 2008, the percentages
were 86% and 27%, respectively. It would be impossible to run today’s economy with a
population as poorly educated as that of a century ago.

Analyses based on growth accounting, described later in this section, suggest that 
education—and its effect on productivity—is an even more important determinant of
growth than increases in physical capital.

Technology Probably the most important driver of productivity growth is progress in
technology, which is broadly defined as the technical means for the production of
goods and services. We’ll see shortly how economists measure the impact of technology
on growth.

Workers today are able to produce more than those in the past, even with the same
amount of physical and human capital, because technology has advanced over time.
It’s important to realize that economically important technological progress need not
be flashy or rely on cutting -edge science. Historians have noted that past economic
growth has been driven not only by major inventions, such as the railroad or the semi-
conductor chip, but also by thousands of modest innovations, such as the flat -
bottomed paper bag, patented in 1870, which made
packing groceries and many other goods much eas-
ier, and the Post -it note, introduced in 1981, which
has had surprisingly large benefits for office pro-
ductivity. Experts attribute much of the pro-
ductivity surge that took place in the United
States late in the twentieth century to new tech-
nology adopted by retail companies like Wal-
mart rather than to high -technology companies.

If you’ve ever had doubts about attending
college, consider this: factory workers
with only high school degrees will make
much less than college grads. The present
discounted value of the difference in life-
time earnings is as much as $300,000.
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Physical capital consists of human -

 made goods such as buildings and 

machines used to produce other goods 

and services.

Human capital is the improvement in 

labor created by the education and

knowledge of members of the workforce.

Technology is the technical means for 

the production of goods and services.
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M o d u l e 37 AP R e v i e w

Check Your Understanding 
1. Why do economists focus on real GDP per capita as a measure

of economic progress rather than on some other measure, such
as nominal GDP per capita or real GDP?

2. Apply the Rule of 70 to the data in Figure 37.3 to determine
how long it will take each of the countries listed there to double
its real GDP per capita. Would India’s real GDP per capita

exceed that of the United States in the future if growth rates
remained the same? Why or why not?

3. Although China and India currently have growth rates much
higher than the U.S. growth rate, the typical Chinese or Indian
household is far poorer than the typical American household.
Explain why.

Solutions appear at the back of the book.

Tackle the Test: Multiple-Choice Questions
1. Which of the following is true regarding growth rates for

countries around the world compared to the United States?
I. Fifty percent of the world’s people live in countries with a

lower standard of living than the U.S. in 1908.
II. The U.S. growth rate is six times the growth rate in the

rest of the world.
III. China has only just attained the same standard of living

the U.S. had in 1908.
a. I only
b. II only
c. III only
d. I and III only
e. I, II, and III

2. Which of the following is the key statistic used to track
economic growth?
a. GDP
b. real GDP
c. real GDP per capita
d. median real GDP 
e. median real GDP per capita

3. According to the “Rule of 70,” if a country’s real GDP per capita
grows at a rate of 2% per year, it will take how many years for
real GDP per capita to double?
a. 3.5
b. 20
c. 35
d. 70
e. It will never double at that rate.

4. If a country’s real GDP per capita doubles in 10 years, what was
its average annual rate of growth of real GDP per capita?
a. 3.5%
b. 7%
c. 10%
d. 70%
e. 700%

5. Long-run economic growth depends almost entirely on
a. technological change.
b. rising productivity.
c. increased labor force participation.
d. rising real GDP per capita.
e. population growth.

Tackle the Test: Free-Response Questions
1. Refer to Figure 37.3.

China India Ireland United
States

France Argentina Zimbabwe

10%

8

6

4

2

0

8.8%

4.1% 3.9%

1.9%
1.5%

–1.8%

1.2%

–2

a. If growth continues at the rates shown in Figure 37.3, which
of the seven countries will have a lower real GDP per capita
in 2009 than in 2008? Explain.

b. If growth continues at the rates shown in Figure 37.3, which
of the seven countries will have the highest real GDP per
capita in 2009? Explain.

c. If growth continues at the rates shown in Figure 37.3, real
GDP per capita for which of the seven countries will at least
double over the next 10 years? Explain.
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Answer (6 points)

1 point: Zimbabwe

1 point: It has a negative average annual growth rate of real GDP per capita.

1 point: It cannot be determined. 

1 point: The figure provides data for growth rates, but not for the level of real
GDP per capita. Higher growth rates do not indicate higher levels.

1 point: China

1 point: A country has to have an average annual growth rate of 7% or higher
for real GDP to at least double in 10 years. China has a growth rate of 8.8%.

2. Increases in real GDP per capita result mostly from changes 
in what variable? Define that variable. What other factor 
could also lead to increased real GDP per capita? Why is 
this other factor not as significant?
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• How changes in productivity

are illustrated using an

aggregate production

function

• How growth has varied

among several important

regions of the world and why

the convergence hypothesis

applies to economically

advanced countries

Module 38
Productivity and Growth

Accounting for Growth: 

The Aggregate Production Function 
Productivity is higher, other things equal, when workers are equipped with more physi-
cal capital, more human capital, better technology, or any combination of the three.
But can we put numbers to these effects? To do this, economists make use of estimates
of the aggregate production function, which shows how productivity depends on the
quantities of physical capital per worker and human capital per worker as well as the
state of technology. In general, all three factors tend to rise over time, as workers are
equipped with more machinery, receive more education, and benefit from technologi-
cal advances. What the aggregate production function does is allow economists to dis-
entangle the effects of these three factors on overall productivity.

A recent example of an aggregate production function applied to real data comes
from a comparative study of Chinese and Indian economic growth conducted by the
economists Barry Bosworth and Susan Collins of the Brookings Institution. They used
the following aggregate production function:

GDP per worker = T × (physical capital per worker)0.4 × 
(human capital per worker)0.6

where T represented an estimate of the level of technology and they assumed that each
year of education raised workers’ human capital by 7%. Using this function, they tried
to explain why China grew faster than India between 1978 and 2004. About half the
difference, they found, was due to China’s higher levels of investment spending, which
raised its level of physical capital per worker faster than India’s. The other half was due
to faster Chinese technological progress.

In analyzing historical economic growth, economists have discovered a crucial fact
about the estimated aggregate production function: it exhibits diminishing returns
to physical capital. That is, when the amount of human capital per worker and the
state of technology are held fixed, each successive increase in the amount of physical
capital per worker leads to a smaller increase in productivity. Table 38.1 gives a hypo-
thetical example of how the level of physical capital per worker might affect the level of

The aggregate production function is a

hypothetical function that shows how

productivity (output per worker) depends on

the quantities of physical capital per worker

and human capital per worker as well as the

state of technology.

An aggregate production function exhibits

diminishing returns to physical capital

when, holding the amount of human capital

per worker and the state of technology fixed,

each successive increase in the amount of

physical capital per worker leads to a smaller

increase in productivity.



real GDP per worker, holding human capital per worker and the state of technology
fixed. In this example, we measure the quantity of physical capital in terms of the dol-
lars worth of investment.

As you can see from the table, there is a big payoff from the first $15,000 invested 
in physical capital: real GDP per worker rises by $30,000. The second $15,000 worth of
physical capital also raises productivity, but not by as much: real GDP per worker goes
up by only $15,000. The third $15,000 worth of physical capital raises real GDP per
worker by only $10,000.

To see why the relationship between physical capital per worker and productivity ex-
hibits diminishing returns, think about how having farm equipment affects the produc-
tivity of farm workers. A little bit of equipment makes a big difference: a worker equipped
with a tractor can do much more than a worker without one. And a worker using more
expensive equipment will, other things equal, be more productive: a worker with a
$30,000 tractor will normally be able to cultivate more farmland in a given amount of
time than a worker with a $15,000 tractor because the more expensive machine will be
more powerful, perform more tasks, or both.

But will a worker with a $30,000 tractor, holding human capital and technology
constant, be twice as productive as a worker with a $15,000 tractor? Probably not:
there’s a huge difference between not having a tractor at all and having even an inex-
pensive tractor; there’s much less difference between having an inexpensive tractor and
having a better tractor. And we can be sure that a worker with a $150,000 tractor won’t
be 10 times as productive: a tractor can be improved only so much. Because the same is
true of other kinds of equipment, the aggregate production function shows diminish-
ing returns to physical capital.

Figure 38.1 on the next page is a graphical representation of the aggregate produc-
tion function with diminishing returns to physical capital. As the productivity curve il-
lustrates, more physical capital per worker leads to more output per worker. But each
$30,000 increment in physical capital per worker adds less to productivity. By compar-
ing points A, B, and C, you can also see that as physical capital per worker rises, output
per worker also rises—but at a diminishing rate. Going from point A to point B, repre-
senting a $30,000 increase in physical capital per worker, leads to an increase of
$20,000 in real GDP per worker. Going from point B to point C, a second $30,000 in-
crease in physical capital per worker, leads to an increase of only $10,000 in real GDP
per worker.

It’s important to realize that diminishing returns to physical capital is an “other
things equal” phenomenon: additional amounts of physical capital are less produc-
tive when the amount of human capital per worker and the technology are held fixed. Dimin-
ishing returns may disappear if we increase the amount of human capital per worker,
or improve the technology, or both when the amount of physical capital per
worker is increased. For example, a worker with a $30,000 tractor who has also been
trained in the most advanced cultivation techniques may in fact be more than twice
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A Hypothetical Example: How Physical Capital per Worker Affects Productivity, Holding
Human Capital and Technology Fixed

Physical capital investment per worker Real GDP per worker

$0 $0

15,000 30,000

30,000 45,000

45,000 55,000

t a b l e 38.1



as productive as a worker with only a $15,000 tractor and no additional human cap-
ital. But diminishing returns to any one input—regardless of whether it is physical
capital, human capital, or labor—is a pervasive characteristic of production. Typical
estimates suggest that, in practice, a 1% increase in the quantity of physical capital
per worker increases output per worker by only one-third of 1%, or 0.33%.

In practice, all the factors contributing to higher productivity rise during the
course of economic growth: both physical capital and human capital per worker in-
crease, and technology advances as well. To disentangle the effects of these factors,
economists use growth accounting to estimate the contribution of each major factor
in the aggregate production function to economic growth. For example, suppose the
following are true:
■ The amount of physical capital per worker grows 3% a year.
■ According to estimates of the aggregate production function, each 1% rise in physi-

cal capital per worker, holding human capital and technology constant, raises out-
put per worker by one-third of 1%, or 0.33%.

In that case, we would estimate that growing physical capital per worker is responsi-
ble for 1 percentage point (3% × 0.33) of productivity growth per year. A similar but
more complex procedure is used to estimate the effects of growing human capital. The
procedure is more complex because there aren’t simple dollar measures of the quantity
of human capital.

Growth accounting allows us to calculate the effects of greater physical and human
capital on economic growth. But how can we estimate the effects of technological
progress? We can do so by estimating what is left over after the effects of physical and
human capital have been taken into account. For example, let’s imagine that there was
no increase in human capital per worker so that we can focus on changes in physical
capital and in technology. In Figure 38.2, the lower curve shows the same hypothetical
relationship between physical capital per worker and output per worker shown in Fig-
ure 38.1. Let’s assume that this was the relationship given the technology available in
1940. The upper curve also shows a relationship between physical capital per worker
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Physical Capital and
Productivity
Other things equal, a greater quantity of
physical capital per worker leads to
higher real GDP per worker but is sub-
ject to diminishing returns: each suc-
cessive addition to physical capital per
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and productivity, but this time given the technology available in 2010. (We’ve chosen a
70-year stretch to allow us to use the Rule of 70.) The 2010 curve is shifted up com-
pared to the 1940 curve because technologies developed over the previous 70 years
make it possible to produce more output for a given amount of physical capital per
worker than was possible with the technology available in 1940. (Note that the two
curves are measured in constant dollars.)

Let’s assume that between 1940 and 2010 the amount of physical capital per worker
rose from $20,000 to $80,000. If this increase in physical capital per worker had taken
place without any technological progress, the economy would have moved from A to C:
output per worker would have risen, but only from $30,000 to $60,000, or 1%
per year (using the Rule of 70 tells us that a 1% growth rate over 70 years dou-
bles output). In fact, however, the economy moved from A to D: output rose
from $30,000 to $120,000, or 2% per year. There was an increase in both phys-
ical capital per worker and technological progress, which shifted the aggre-
gate production function.

In this case, 50% of the annual 2% increase in productivity—that is, 1% in
annual productivity growth—is due to higher total factor productivity,
the amount of output that can be produced with a given amount of factor
inputs. So when total factor productivity increases, the economy can pro-
duce more output with the same quantity of physical capital, human capi-
tal, and labor.

Most estimates find that increases in total factor productivity are cen-
tral to a country’s economic growth. We believe that observed increases in
total factor productivity in fact measure the economic effects of techno-
logical progress. All of this implies that technological change is crucial to
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Technological Progress
and Productivity Growth
Technological progress shifts the pro-
ductivity curve upward. Here we hold
human capital per worker fixed. We as-
sume that the lower curve (the same
curve as in Figure 38.1) reflects tech-
nology in 1940 and the upper curve re-
flects technology in 2010. Holding
technology and human capital fixed,
quadrupling physical capital per worker
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economic growth. The Bureau of Labor Statistics estimates the growth rate of both
labor productivity and total factor productivity for nonfarm business in the United
States. According to the Bureau’s estimates, over the period from 1948 to 2008
American labor productivity rose 2.6% per year. Only 46% of that rise is explained by
increases in physical and human capital per worker; the rest is explained by rising
total factor productivity—that is, by technological progress.

What About Natural Resources?
In our discussion so far, we haven’t mentioned natural resources, which certainly have
an effect on productivity. Other things equal, countries that are abundant in valuable
natural resources, such as highly fertile land or rich mineral deposits, have higher real
GDP per capita than less fortunate countries. The most obvious modern example is the
Middle East, where enormous oil deposits have made a few sparsely populated coun-
tries very rich. For instance, Kuwait has about the same level of real GDP per capita 
as South Korea, but Kuwait’s wealth is based on oil, not manufacturing, the source of
South Korea’s high output per worker.

But other things are often not equal. In the modern world, natural resources are a
much less important determinant of productivity than human or physical capital
for the great majority of countries. For example, some nations with very high real

GDP per capita, such as Japan, have very few natural re-
sources. Some resource - rich nations, such as Nigeria
(which has sizable oil deposits), are very poor.

Historically, natural resources played a much more
prominent role in determining productivity. In the nine-
teenth century, the countries with the highest real GDP
per capita were those abundant in rich farmland and min-
eral deposits: the United States, Canada, Argentina, and
Australia. As a consequence, natural resources figured
prominently in the development of economic thought. In
a famous book published in 1798, An Essay on the Principle
of Population, the English economist Thomas Malthus
made the fixed quantity of land in the world the basis of 
a pessimistic prediction about future productivity. 
As population grew, he pointed out, the amount of land
per worker would decline. And this, other things equal,
would cause productivity to fall. His view, in fact, was

that improvements in technology or increases in physical capital would lead only
to temporary improvements in productivity because they would always be offset 
by the pressure of rising population and more workers on the supply of land. In 
the long run, he concluded, the great majority of people were condemned to living
on the edge of starvation. Only then would death rates be high enough and birth
rates low enough to prevent rapid population growth from outstripping productiv-
ity growth.

It hasn’t turned out that way, although many historians believe that Malthus’s
prediction of falling or stagnant productivity was valid for much of human history.
Population pressure probably did prevent large productivity increases until 
the eighteenth century. But in the time since Malthus wrote his book, any nega-
tive effects on productivity from population growth have been far outweighed 
by other, positive factors—advances in technology, increases in human and physical
capital, and the opening up of enormous amounts of cultivatable land in the 
New World.

It remains true, however, that we live on a finite planet, with limited supplies of re-
sources such as oil and limited ability to absorb environmental damage. We address the
concerns these limitations pose for economic growth later in this section.
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Success, Disappointment, and Failure
Rates of long - run economic growth differ markedly around the world. Let’s look at
three regions that have had quite different experiences with economic growth over the
last few decades.

Figure 38.3 on the next page shows trends since 1960 in real GDP per capita in 2000
dollars for three countries: Argentina, Nigeria, and South Korea. (As in Figure 37.1, the
vertical axis is drawn in logarithmic scale.) We have chosen these countries because
each is a particularly striking example of what has happened in its region. South
Korea’s amazing rise is part of a larger success story in East Asia. Argentina’s slow
progress, interrupted by repeated setbacks, is more or less typical of the disappoint-
ment that has characterized Latin America. And Nigeria’s unhappy story—real GDP per
capita is barely higher now than it was in 1960—is, unfortunately, an experience shared
by many African countries.
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The Information Technology Paradox
From the early 1970s through the mid - 1990s,

the United States went through a slump in 

total factor productivity growth. The figure

shows Bureau of Labor Statistics estimates 

of annual total factor productivity growth 

since 1949. As you can see, there was a large

fall in the productivity growth rate beginning 

in the early 1970s. Because higher total 

factor productivity plays such a key role in

long - run growth, the economy’s overall growth

was also disappointing, leading to a wide-

spread sense that economic progress had

ground to a halt.

Many economists were puzzled by 

the slowdown in total factor productivity

growth after 1973, since in other ways 

the era seemed to be one of rapid techno-

logical progress. Modern information 

technology really began with the development

of the first microprocessor—a computer 

on a chip—in 1971. In the 25 years that 

followed, a series of inventions that seemed 

revolutionary became standard equipment 

in the business world: fax machines, 

desktop computers, cell phones, and e - mail.

Yet the rate of growth of productivity 

remained stagnant. In a famous remark, MIT

economics professor and Nobel laureate

Robert Solow, a pioneer in the analysis of 

economic growth, declared that the infor-

mation technology revolu-

tion could be seen every-

where except in the

economic statistics.

Why didn’t information

technology show large 

rewards? Paul David, a 

Stanford University eco-

nomic historian, offered 

a theory and a prediction. 

He pointed out that 

100 years earlier another

miracle technology—elec-

tric power—had spread

through the economy, again

with surprisingly little impact on productivity

growth at first. The reason, he suggested, was

that a new technology doesn’t yield its full po-

tential if you use it in old ways.

For example, a traditional factory around

1900 was a multistory building, with the 

machinery tightly crowded together and 

designed to be powered by a steam engine 

in the basement. This design had problems: 

it was very difficult to move people and 

materials around. Yet owners who electrified

their factories initially maintained the multi-

story, tightly packed layout. Only with the

switch to spread - out, one - story factories 

that took advantage of the flexibility of 

fy i

electric power—most famously Henry 

Ford’s auto assembly line—did productivity

take off.

David suggested that the same phenome-

non was happening with information technol-

ogy. Productivity, he predicted, would take 

off when people really changed their way of

doing business to take advantage of the new

technology—such as replacing letters and

phone calls with e-mail. Sure enough, produc-

tivity growth accelerated dramatically in the

second half of the 1990s. And, a lot of that

may have been due to the discovery by com-

panies like Walmart of how to effectively use

information technology. 
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East Asia’s Miracle 
In 1960, South Korea was a very poor country. In fact, in 1960 its real GDP per capita
was lower than that of India today. But, as you can see from Figure 38.3, beginning in
the early 1960s, South Korea began an extremely rapid economic ascent: real GDP per
capita grew about 7% per year for more than 30 years. Today South Korea, though still
somewhat poorer than Europe or the United States, looks very much like an economi-
cally advanced country.

South Korea’s economic growth is unprecedented in history: it took the country
only 35 years to achieve growth that required centuries elsewhere. Yet South Korea is
only part of a broader phenomenon, often referred to as the East Asian economic mira-
cle. High growth rates first appeared in South Korea, Taiwan, Hong Kong, and Singa-
pore but then spread across the region, most notably to China. Since 1975, the whole
region has increased real GDP per capita by 6% per year, three times America’s histori-
cal rate of growth.

How have the Asian countries achieved such high growth rates?
The answer is that all of the sources of productivity growth have
been firing on all cylinders. Very high savings rates, the percentage of
GDP that is saved nationally in any given year, have allowed the
countries to significantly increase the amount of physical capital per
worker. Very good basic education has permitted a rapid improve-
ment in human capital. And these countries have experienced sub-
stantial technological progress.

Why hasn’t any economy achieved this kind of growth in the
past? Most economic analysts think that East Asia’s growth spurt
was possible because of its relative backwardness. That is, by the
time that East Asian economies began to move into the modern
world, they could benefit from adopting the technological ad-
vances that had been generated in technologically advanced coun-
tries such as the United States. In 1900, the United States could
not have moved quickly to a modern level of productivity because

much of the technology that powers the modern economy, from jet planes to com-
puters, hadn’t been invented yet. In 1970, South Korea probably still had lower
labor productivity than the United States had in 1900, but it could rapidly upgrade
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Success and
Disappointment
Real GDP per capita from 1960 to
2008, measured in 2000 dollars, is
shown for Argentina, South Korea, and
Nigeria, using a logarithmic scale.
South Korea and some other East Asian
countries have been highly successful
at achieving economic growth. Ar-
gentina, like much of Latin America,
has had several setbacks, slowing its
growth. Nigeria’s standard of living in
2008 was only barely higher than it had
been in 1960, an experience shared by
many African countries.
Source: World Bank.
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its productivity by adopting technology that had been developed in the United
States, Europe, and Japan over the previous century. This was aided by a huge in-
vestment in human capital through widespread schooling.

The East Asian experience demonstrates that economic growth can be especially
fast in countries that are playing catch -up to other countries with higher GDP per
capita. On this basis, many economists have suggested a general principle known as
the convergence hypothesis. It says that differences in real GDP per capita among
countries tend to narrow over time because countries that start with lower real GDP
per capita tend to have higher growth rates. We’ll look at the evidence for the conver-
gence hypothesis later in this section.

Even before we get to that evidence, however, we can say right away that starting
with a relatively low level of real GDP per capita is no guarantee of rapid growth, as the
examples of Latin America and Africa both demonstrate.

Latin America’s Disappointment
In 1900, Latin America was not regarded as an economically backward region. Natural
resources, including both minerals and cultivatable land, were abundant. Some coun-
tries, notably Argentina, attracted millions of immigrants from Europe in search of a
better life. Measures of real GDP per capita in Argentina, Uruguay, and southern Brazil
were comparable to those in economically advanced countries.

Since about 1920, however, growth in Latin America has been disappointing. As Fig-
ure 38.3 shows in the case of Argentina, it has remained disappointing to this day. The
fact that South Korea is now much richer than Argentina would have seemed incon-
ceivable a few generations ago.

Why has Latin America stagnated? Comparisons with East
Asian success stories suggest several factors. The rates of sav-
ings and investment spending in Latin America have been
much lower than in East Asia, partly as a result of irresponsi-
ble government policy that has eroded savings through high
inflation, bank failures, and other disruptions. Education—
especially broad basic education—has been underemphasized:
even Latin American nations rich in natural resources often
failed to channel that wealth into their educational systems.
And political instability, leading to irresponsible economic
policies, has taken a toll.

In the 1980s, many economists came to believe that Latin
America was suffering from excessive government intervention
in markets. They recommended opening the economies to im-
ports, selling off government - owned companies, and, in general, freeing up individual
initiative. The hope was that this would produce an East Asian–type economic surge.
So far, however, only one Latin American nation, Chile, has achieved rapid growth. It
now seems that pulling off an economic miracle is harder than it looks.

Africa’s Troubles
Africa south of the Sahara is home to about 780 million people, more than 21⁄2 times
the population of the United States. On average, they are very poor, nowhere close to
U.S. living standards 100 or even 200 years ago. And economic progress has been both
slow and uneven, as the example of Nigeria, the most populous nation in the region,
suggests. In fact, real GDP per capita in sub - Saharan Africa actually fell 13 percent
from 1980 to 1994, although it has recovered since then. The consequence of this poor
growth performance has been intense and continuing poverty.

This is a very disheartening picture. What explains it?
Perhaps first and foremost is the problem of political instability. In the years since

1975, large parts of Africa have experienced savage civil wars (often with outside powers

m o d u l e 3 8 P ro d u c t i v i t y  a n d  G ro w t h 383

S
e

c
tio

n
 7

 E
c

o
n

o
m

ic
 G

ro
w

th
 a

n
d

 P
ro

d
u

c
tiv

ity

Relatively low rates of savings, invest-
ment spending, and education, along
with political instability, have hampered
economic growth in Latin America.
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Are Economies Converging?
In the 1950s, much of Europe seemed quaint

and backward to American visitors, and Japan

seemed very poor. Today, a visitor to Paris 

or Tokyo sees a city that looks about as rich 

as New York. Although real GDP per capita is

still somewhat higher in the United States, the

differences in the standards of living among

the United States, Europe, and Japan are rela-

tively small.

Many economists have argued that this

convergence in living standards is normal; 

the convergence hypothesis says that rela-

tively poor countries should have higher 

rates of growth of real GDP per capita than

relatively rich countries. And if we look at

today’s relatively well - off countries, the 

convergence hypothesis seems to be true.

Panel (a) of the figure shows data for a 

number of today’s wealthy economies meas-

ured in 1990 dollars. On the horizontal 

axis is real GDP per capita in 1955; on the

vertical axis is the average annual growth 

rate of real GDP per capita from 1955 to 2008.

There is a clear negative relationship. The

United States was the richest country in this

group in 1955 and had the slowest rate of

growth. Japan and Spain were the poorest

countries in 1955 and had the fastest rates of

growth. These data suggest that the conver-

gence hypothesis is true.

But economists who looked at similar 

data realized that these results depended 

on the countries selected. If you look at suc-

cessful economies that have a high standard

of living today, you find that real GDP per

capita has converged. But looking across the

world as a whole, including countries that re-

main poor, there is little evidence of conver-

gence. Panel (b) of the figure illustrates this

point using data for regions rather than indi-

vidual countries (other than the United States).

In 1955, East Asia and Africa were both very

poor regions. Over the next 53 years, the East

Asian regional economy grew quickly, as the

convergence hypothesis would have pre-

dicted, but the African regional economy 

grew very slowly. In 1955, Western Europe

had substantially higher real GDP per capita
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than Latin America. But, contrary to the con-

vergence hypothesis, the Western European

regional economy grew more quickly over 

the next 53 years, widening the gap between

the regions.

So is the convergence hypothesis all

wrong? No: economists still believe that 

countries with relatively low real GDP per

capita tend to have higher rates of growth 

than countries with relatively high real GDP 

per capita, other things equal. But other

things—education, infrastructure, rule of law,

and so on—are often not equal. Statistical

studies find that when you adjust for differ-

ences in these other factors, poorer countries

do tend to have higher growth rates. This re-

sult is known as conditional convergence.
Because other factors differ, however, 

there is no clear tendency toward convergence

in the world economy as a whole. Western Eu-

rope, North America, and parts of Asia are be-

coming more similar in real GDP per capita, but

the gap between these regions and the rest of

the world is growing.



backing rival sides) that have killed millions of people and made productive invest-
ment spending impossible. The threat of war and general anarchy has also inhibited
other important preconditions for growth, such as education and provision of neces-
sary infrastructure.

Property rights are also a problem. The lack of legal safeguards means that property
owners are often subject to extortion because of government corruption, making them
averse to owning property or improving it. This is especially damaging in a country
that is very poor.

While many economists see political instability and government corruption as the
leading causes of underdevelopment in Africa, some—most notably Jeffrey Sachs of Co-
lumbia University and the United Nations—believe the opposite. They argue that Africa
is politically unstable because Africa is poor. And Africa’s poverty, they go on to claim,
stems from its extremely unfavorable geographic conditions—much of the continent is
landlocked, hot, infested with tropical diseases, and cursed with poor soil.

Sachs, along with economists from the World Health Organization, has highlighted
the importance of health problems in Africa. In poor countries, worker productivity is
often severely hampered by malnutrition and disease. In particular, tropical diseases
such as malaria can be controlled only with an effective public health infrastructure,
something that is lacking in much of Africa. At the time of this writing, economists are
studying certain regions of Africa to determine whether modest amounts of aid given
directly to residents for the purposes of increasing crop yields, reducing malaria, and
increasing school attendance can produce self -sustaining gains in living standards.

Although the example of African countries represents a warning that long - run eco-
nomic growth cannot be taken for granted, there are some signs of hope. Mauritius has
developed a successful textile industry. Several African countries that are dependent on
exporting commodities such as coffee and oil have benefited from the higher prices of
those commodities. And Africa’s economic performance since the mid-1990s has been
generally much better than it was in preceding decades.
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Check Your Understanding 
1. Explain the effect of each of the following on the growth rate of

productivity.
a. The amounts of physical and human capital per worker are

unchanged, but there is significant technological progress.
b. The amount of physical capital per worker grows, but the

level of human capital per worker and technology are
unchanged.

2. The economy of Erehwon has grown 3% per year over the past
30 years. The labor force has grown at 1% per year, and the
quantity of physical capital has grown at 4% per year. The
average education level hasn’t changed. Estimates by
economists say that each 1% increase in physical capital per
worker, other things equal, raises productivity by 0.3%.
a. How fast has productivity in Erehwon grown?
b. How fast has physical capital per worker grown?

c. How much has growing physical capital per worker
contributed to productivity growth? What percentage of
total productivity growth is that?

d. How much has technological progress contributed to
productivity growth? What percentage of total productivity
growth is that?

3. Multinomics, Inc., is a large company with many offices 
around the country. It has just adopted a new computer 
system that will affect virtually every function performed 
within the company. Why might a period of time pass before
employees’ productivity is improved by the new computer
system? Why might there be a temporary decrease in 
employees’ productivity?

Solutions appear at the back of the book.
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Tackle the Test: Multiple-Choice Questions
1. Which of the following is a source of increased productivity

growth?
I. increased physical capital

II. increased human capital 
III. technological progress

a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

2. Which of the following is an example of physical capital?
a. machinery
b. healthcare
c. education
d. money
e. all of the above

3. The following statement describes which area of the world?
“This area has experienced growth rates unprecedented in
history and now looks like an economically advanced country.”
a. North America
b. Latin America

c. Europe
d. East Asia
e. Africa

4. Which of the following is cited as an important factor
preventing long-run economic growth in Africa?
a. political instability
b. lack of property rights
c. unfavorable geographic conditions
d. poor health
e. all of the above

5. The “convergence hypothesis” 
a. states that differences in real GDP per capita among

countries widen over time.
b. states that low levels of real GDP per capita are associated

with higher growth rates.
c. states that low levels of real GDP per capita are associated

with lower growth rates.
d. contradicts the “Rule of 70.”
e. has been proven by evidence from around the world.

Tackle the Test: Free-Response Questions
1. a. Draw a correctly labeled graph of an aggregate production

function that illustrates diminishing returns to physical
capital.

b. Explain how your aggregate production function
illustrates diminishing returns to physical capital.

c. On your graph, illustrate the effect of technological
progress.

d. How is the level of human capital per worker addressed on
your graph?

Answer (7 points)

Productivity after
technological

progress

Productivity before
technological

progress

Physical capital per worker

Real GDP
per worker

1 point: Vertical axis is labeled “Real GDP per worker.”

1 point: Horizontal axis is labeled physical capital per worker. 

1 point: Upward-sloping curve is labeled “Aggregate production function” or
“Productivity.”

1 point: Curve increases at a decreasing rate (the slope is positive and
decreasing).

1 point: Equal increases in physical capital per worker lead to smaller
increases in real GDP per worker.

1 point: Upward shift of production function is labeled to indicate
technological progress.

1 point: Human capital per worker is held constant.

2. Assume that between 1940 and 2010:
The amount of physical capital per worker grows at 2% per

year. 
Each 1% rise in physical capital per worker (holding human

capital and technology constant) raises output per worker
by 1⁄2 of a percent, or 0.5%.

There is no growth in human capital.
Real GDP per capita rises from $30,000 to $60,000.
a. Growing physical capital per worker is responsible for how

much productivity growth per year? Show your
calculation.

b. By how much did total factor productivity grow over the
time period? Explain.



Module 39
Growth Policy: 
Why Economic 
Growth Rates Differ

Why Growth Rates Differ
In 1820, according to estimates by the economic historian Angus Maddison, Mexico
had somewhat higher real GDP per capita than Japan. Today, Japan has higher real
GDP per capita than most European nations and Mexico is a poor country, though by
no means among the poorest. The difference? Over the long run, real GDP per capita
grew at 1.9% per year in Japan but at only 1.2% per year in Mexico.

As this example illustrates, even small differences in growth rates have large conse-
quences over the long run. So why do growth rates differ across countries and across
periods of time?

Capital, Technology, and Growth Differences
As one might expect, economies with rapid growth tend to be economies that add
physical capital, increase their human capital, or experience rapid technological
progress. Striking economic success stories, like Japan in the 1950s and 1960s or China
today, tend to be countries that do all three: that rapidly add to their physical capital,
upgrade their educational level, and make fast technological progress.

Adding to Physical Capital One reason for differences in growth rates among coun-
tries is that some countries are increasing their stock of physical capital much more
rapidly than others, through high rates of investment spending. In the 1960s, Japan
was the fastest -growing major economy; it also spent a much higher share of its GDP
on investment goods than other major economies. Today, China is the fastest -growing
major economy, and it similarly spends a very large share of its GDP on investment
goods. In 2009, investment spending was 44% of China’s GDP, compared with only
18% in the United States.

What you will learn 
in this Module:
• The factors that explain why

long-run growth rates differ

so much among countries

• The challenges to growth

posed by scarcity of natural

resources, environmental

degradation, and efforts to

make growth sustainable
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Where does the money for high investment spending come from? We have already
analyzed how financial markets channel savings into investment spending. The key
point is that investment spending must be paid for either out of savings from domestic
households or by an inflow of foreign capital—that is, savings from foreign house-
holds. Foreign capital has played an important role in the long -run economic growth
of some countries, including the United States, which relied heavily on foreign funds
during its early industrialization. For the most part, however, countries that invest a
large share of their GDP are able to do so because they have high domestic savings. One
reason for differences in growth rates, then, is that countries have different rates of sav-
ings and investment spending.

Adding to Human Capital Just as countries differ substantially in the rate at which
they add to their physical capital, there have been large differences in the rate at
which countries add to their human capital through education.

A case in point is the comparison between Latin America and East Asia. In both
regions the average educational level has risen steadily over time, but it has risen
much faster in East Asia. As shown in Table 39.1, East Asia had a significantly less
educated population than Latin America in 1960. By 2000, that gap had been
closed: East Asia still had a slightly higher fraction of adults with no education—
almost all of them elderly—but had moved well past Latin America in terms of sec-
ondary and higher education.

Technological Progress The advance of technology is a key force behind economic
growth. What drives technology?

Scientific advances make new technologies possible. To take the most spectacular
example in today’s world, the semiconductor chip—which is the basis for all modern in-
formation technology—could not have been developed without the theory of quantum
mechanics in physics.

But science alone is not enough: scientific knowledge must be trans-
lated into useful products and processes. And that often requires devot-
ing a lot of resources to research and development, or R&D, spending
to create new technologies and prepare them for practical use.

Although some research and development is conducted by govern-
ments, much R&D is paid for by the private sector, as discussed below.
The United States became the world’s leading economy in large part
because American businesses were among the first to make systematic
research and development a part of their operations. 

Developing new technology is one thing; applying it is another.
There have often been notable differences in the pace at which differ-
ent countries take advantage of new technologies. America’s surge in
productivity growth after 1995, as firms learned to make use of infor-
mation technology, was at least initially not matched in Europe.
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Human Capital in Latin America and East Asia

Latin America East Asia
1960 2000 1960 2000

Percentage of population with no schooling 37.9% 14.6% 52.5% 19.8%

Percentage of population with high school or above 5.9 19.5 4.4 26.5

Source: Barro, Robert J. and Lee, Jong-Wha (2001) “International Data on Educational 
Attainment: Updates and Implications,” Oxford Economic Papers vol. 53(3), p. 541–563.

t a b l e 39.1
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Research and development, or R & D, is

spending to create and implement new

technologies. 



The Role of Government in Promoting 
Economic Growth
Governments can play an important role in promoting—or blocking—all three sources of
long -term economic growth: physical capital, human capital, and technological progress.

Governments and Physical Capital Governments play an important direct role in
building infrastructure: roads, power lines, ports, information networks, and other
parts of an economy’s physical capital that provide an underpinning, or foundation, for
economic activity. Although some infrastructure is provided by private companies, much
of it is either provided by the government or requires a great deal of government regula-
tion and support. Ireland, whose economy really took off in the 1990s, is often cited as an
example of the importance of government -provided infrastructure: the government in-
vested in an excellent telecommunications infrastructure in the 1980s, and this helped
make Ireland a favored location for high -technology companies.

Poor infrastructure—for example, a power grid that often fails,
cutting off electricity to homes and businesses—is a major obstacle
to economic growth in some countries. To provide good infrastruc-
ture, an economy must be able to afford it, but it must also have
the political discipline to maintain it and provide for the future.

Perhaps the most crucial infrastructure is something we rarely
think about: basic public health measures in the form of a clean
water supply and disease control. As we’ll see in the next section,
poor health infrastructure is a major obstacle to economic growth
in poor countries, especially those in Africa.

Governments also play an important indirect role in making
high rates of private investment spending possible. Both the
amount of savings and the ability of an economy to direct savings
into productive investment spending depend on the economy’s in-
stitutions, notably its financial system. In particular, a well -
 functioning banking system is very important for economic growth because in most
countries it is the principal way in which savings are channeled into business investment
spending. If a country’s citizens trust their banks, they will place their savings in bank
deposits, which the banks will then lend to their business customers. But if people don’t
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Inventing R&D
Thomas Edison is best known as the inventor of

the light bulb and the phonograph. But his

biggest invention may surprise you: he invented

research and development.

Before Edison’s time, there had, of course,

been many inventors. Some of them worked in

teams. But in 1875 Edison created something

new: his Menlo Park, New Jersey, laboratory. It

employed 25 men full - time to generate new

products and processes for business. In other

words, he did not set out to pursue a particular

idea and then cash in. He created an organiza-

tion whose purpose was to create new ideas

year after year.

Edison’s Menlo Park lab is now a museum.

“To name a few of the products that were devel-

oped in Menlo Park,” says the museum’s web-

site, “we can list the following: the carbon button

mouthpiece for the telephone, the phonograph,

the incandescent light bulb and the electrical

distribution system, the electric train, ore sepa-

ration, the Edison effect bulb, early experiments

in wireless, the grasshopper telegraph, and im-

provements in telegraphic transmission.”

You could say that before Edison’s lab, tech-

nology just sort of happened: people came up

with ideas, but businesses didn’t plan to make

continuous technological progress. Now R&D

fy i

Thomas Alva Edison in his laboratory in East 
Orange, New Jersey, in 1901.

operations, often much bigger than Edison’s

original team, are standard practice throughout

the business world.
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Governments play a vital role in health
maintenance. A child is vaccinated
against the influenza A (H1N1) virus dur-
ing a mass vaccination in Schiedam,
Netherlands, in late 2009.
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Roads, power lines, ports, information

networks, and other underpinnings for

economic activity are known as

infrastructure.



trust their banks, they will hoard gold or foreign currency, keeping their savings in safe
deposit boxes or under their mattresses, where it cannot be turned into productive in-
vestment spending. A well -functioning financial system requires appropriate govern-
ment regulation that assures depositors that their funds are protected.

Governments and Human Capital An economy’s physical capital is created mainly
through investment spending by individuals and private companies. Much of an econ-
omy’s human capital, in contrast, is the result of government spending on education.
Governments pay for the great bulk of primary and secondary education, although in-
dividuals pay a significant share of the costs of higher education.

As a result, differences in the rate at which countries add to their human capital
largely reflect government policy. As we saw in Table 39.1, East Asia now has a more ed-
ucated population than Latin America. This isn’t because East Asia is richer than Latin
America and so can afford to spend more on education. Until very recently, East Asia
was, on average, poorer than Latin America. Instead, it reflects the fact that Asian gov-
ernments made broad education of the population a higher priority.

Governments and Technology Technological progress is largely the result of private
initiative. But much important R&D is done by government agencies. For example,
Brazil’s agricultural boom was made possible by government researchers who discov-
ered that adding crucial nutrients to the soil would allow crops to be grown on previ-
ously unusable land. They also developed new varieties of soybeans and breeds of cattle
that flourish in Brazil’s tropical climate.

Political Stability, Property Rights, and Excessive Government Intervention There’s
not much point in investing in a business if rioting mobs are likely to destroy it. And why
save your money if someone with political connections can steal it? Political stability and
protection of property rights are crucial ingredients in long -run economic growth.

Long - run economic growth in successful economies, like that of the United States,
has been possible because there are good laws, institutions that enforce those laws, and
a stable political system that maintains those institutions. The law must say that your
property is really yours so that someone else can’t take it away. The courts and the po-
lice must be honest so that they can’t be bribed to ignore the law. And the political sys-
tem must be stable so that the law doesn’t change capriciously.

Americans take these preconditions for granted, but they are by no means guaran-
teed. Aside from the disruption caused by war or revolution, many countries find that
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The Brazilian Breadbasket
A wry Brazilian joke says that “Brazil is 

the country of the future—and always will 

be.” The world’s fifth most populous country

has often been considered a possible major

economic power yet has never fulfilled 

that promise.

In recent years, however, Brazil’s economy

has made a better showing, especially in agri-

culture. This success depends on exploiting a

natural resource, the tropical savanna land

known as the cerrado. Until a quarter  century

ago, the land was considered unsuitable for

farming. A combination of three factors changed

that: technological progress due to research and

development, improved economic policies, and

greater physical capital.

The Brazilian Enterprise for Agricultural and

Livestock Research, a government- run agency,

developed the crucial technologies. It showed

that adding lime and phosphorus made cerrado
land productive, and it developed breeds of cattle

and varieties of soybeans suited for the climate.

(Now they’re working on wheat.) Also, until the

1980s, Brazilian international trade policies dis-

couraged exports, as did an overvalued exchange

rate that made the country’s goods more expen-

sive to foreigners. After economic reform, invest-

ing in Brazilian agriculture became much more

fy i
profitable and companies began putting in place

the farm machinery, buildings, and other forms of

physical capital needed to exploit the land.

What still limits Brazil’s growth? Infrastruc-

ture. According to a report in the New York
Times, Brazilian farmers are “concerned about

the lack of reliable highways, railways and

barge routes, which adds to the cost of doing

business.” Recognizing this, the Brazilian gov-

ernment is investing in infrastructure, and

Brazilian agriculture is continuing to expand.

The country has already overtaken the United

States as the world’s largest beef exporter and

may not be far behind in soybeans.



their economic growth suffers due to corruption among the government officials who
should be enforcing the law. For example, until 1991 the Indian government imposed
many bureaucratic restrictions on businesses, which often had to bribe government of-
ficials to get approval for even routine activities—a tax on business, in effect. Econo-
mists have argued that a reduction in this burden of corruption is one reason Indian
growth has been much faster in recent years than it was in the first 40 years after India
gained independence in 1947.

Even when governments aren’t corrupt, excessive government intervention can be a
brake on economic growth. If large parts of the economy are supported by government
subsidies, protected from imports, or otherwise insulated from competition, productiv-
ity tends to suffer because of a lack of incentives. As we saw in Module 38, excessive gov-
ernment intervention is one often -cited explanation for slow growth in Latin America.

Is World Growth Sustainable?
Earlier we described the views of Thomas Malthus, the nineteenth-century economist
who warned that the pressure of population growth would tend to limit the standard of
living. Malthus was right—about the past: for around 58 centuries, from the origins of civ-
ilization until his own time, limited land supplies effectively prevented any large rise in
real incomes per capita. Since then, however, technological progress and rapid accumula-
tion of physical and human capital have allowed the world to defy Malthusian pessimism.

But will this always be the case? Some skeptics have expressed doubt about whether
long -run economic growth is sustainable—whether it can continue in the face of the
limited supply of natural resources and the impact of growth on the environment.

Natural Resources and Growth, Revisited
In 1972, a group of scientists called the Club of Rome made a big splash with a book ti-
tled The Limits to Growth, which argued that long -run economic growth wasn’t sustain-
able due to limited supplies of nonrenewable resources such as oil and natural gas.
These “neo - Malthusian” concerns at first seemed to be validated by a sharp rise in re-
source prices in the 1970s, then came to seem foolish when resource prices fell sharply
in the 1980s. After 2005, however, resource prices rose sharply again, leading to re-
newed concern about resource limitations to growth. Figure 39.1 shows the real price
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f i g u r e 39.1

The Real Price of Oil,
1949–2008
The real price of natural resources, like
oil, rose dramatically in the 1970s and
then fell just as dramatically in the
1980s. Since 2005, however, the real
prices of natural resources have soared.
Source: Energy Information Administration.
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of oil—the price of oil adjusted for inflation in the rest of the economy. The rise and fall
of concerns about resource - based limits to growth have more or less followed the rise
and fall of oil prices shown in the figure.

Differing views about the impact of limited natural resources on long -run economic
growth turn on the answers to three questions:
■ How large are the supplies of key natural resources?
■ How effective will technology be at finding alternatives to natural resources?
■ Can long - run economic growth continue in the face of resource scarcity?

It’s mainly up to geologists to answer the first question. Unfortunately, there’s wide
disagreement among the experts, especially about the prospects for future oil produc-
tion. Some analysts believe that there is so much untapped oil in the ground that world
oil production can continue to rise for several decades. Others—including a number of
oil company executives—believe that the growing difficulty of finding new oil fields will
cause oil production to plateau—that is, stop growing and eventually begin a gradual
decline—in the fairly near future. Some analysts believe that we have already reached
that plateau.

The answer to the second question, whether there are alternatives to certain natural
resources, will come from engineers. There’s no question that there are many alterna-
tives to the natural resources currently being depleted, some of which are already being
exploited. For example, “unconventional” oil extracted from Canadian tar sands is al-
ready making a significant contribution to world oil supplies, and electricity generated
by wind turbines is rapidly becoming big business in the United States—a development
highlighted by the fact that in 2009 the United States surpassed Germany to become
the world’s largest producer of wind energy.

The third question, whether economies can continue to grow in the face of resource
scarcity, is mainly a question for economists. And most, though not all, economists are
optimistic: they believe that modern economies can find ways to work around limits on

the supply of natural resources. One reason for this optimism is
the fact that resource scarcity leads to high resource prices. These
high prices in turn provide strong incentives to conserve the
scarce resource and to find alternatives. 

For example, after the sharp oil price increases of the 1970s,
American consumers turned to smaller, more fuel - efficient cars,
and U.S. industry also greatly intensified its efforts to reduce en-
ergy bills. The result is shown in Figure 39.2, which compares the
growth rates of real GDP per capita and oil consumption before
and after the 1970s energy crisis. Before 1973, there seemed to be
a more or less one - to-one relationship between economic growth
and oil consumption, but after 1973 the U.S. economy contin-
ued to deliver growth in real GDP per capita even as it substan-
tially reduced its use of oil. This move toward conservation
paused after 1990, as low real oil prices encouraged consumers to

shift back to gas -greedy larger cars and SUVs. A sharp rise in oil prices from 2005 to
2008 encouraged renewed shifts toward oil conservation, although these shifts lost
some steam as prices started falling again in late 2008.

Given such responses to prices, economists generally tend to see resource scarcity as
a problem that modern economies handle fairly well, and so not a fundamental limit to
long - run economic growth. Environmental issues, however, pose a more difficult prob-
lem because dealing with them requires effective political action.

Economic Growth and the Environment
Economic growth, other things equal, tends to increase the human impact on the en-
vironment. For example, China’s spectacular economic growth has also brought a
spectacular increase in air pollution in that nation’s cities. It’s important to realize,
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The Tehachapi Wind Farm, in Tehachapi,
California, is the second largest collec-
tion of wind generators in the world. The
turbines are operated by several private
companies and collectively produce
enough electricity to meet the needs of
350,000 people every year.
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however, that other things aren’t necessarily equal: countries can and do take action
to protect their environments. In fact, air and water quality in today’s advanced
countries is generally much better than it was a few decades ago. London’s famous
“fog”—actually a form of air pollution, which killed 4,000 people during a two - week
episode in 1952—is gone, thanks to regulations that virtually eliminated the use 
of coal heat. The equally famous smog of Los Angeles, although not extinguished, 
is far less severe than it was in the 1960s and early 1970s, again thanks to pollution
regulations.

Despite these past environmental success stories, there is widespread concern today
about the environmental impacts of continuing economic growth, reflecting a change
in the scale of the problem. Environmental success stories have mainly involved dealing
with local impacts of economic growth, such as the effect of widespread car ownership
on air quality in the Los Angeles basin. Today, however, we are faced with global envi-
ronmental issues—the adverse impacts on the environment of the Earth as a whole by
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f i g u r e 39.2

U.S. Oil Consumption
and Growth over Time
Until 1973, the real price of oil was
relatively cheap and there was a 
more or less one -to -one relationship
between economic growth and oil
consumption. Conservation efforts 
increased sharply after the spike 
in the real price of oil in the 
mid -1970s. Yet the U.S. economy 
was still able to grow despite cutting
back on oil consumption.
Sources: Energy Information Administration;
Bureau of Economic Analysis.
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Coal Comfort on Resources
Those who worry that exhaustion of natural

resources will bring an end to economic

growth can take some comfort from the 

story of William Stanley Jevons, a nineteenth-

century British economist best known today

for his role in the development of marginal

analysis. In addition to his work in economic

theory, Jevons worked on the real - world 

economic problems of the day, and in 1865 

he published an influential book, The Coal

Question, that foreshadowed many modern

concerns about resources and growth. But his

pessimism was proved wrong.

The Industrial Revolution was launched in

Britain, and in 1865 Britain still had the

world’s richest major economy. But Jevons ar-

gued that Britain’s economic success had de-

pended on the availability of cheap coal and

that the gradual exhaustion of Britain’s coal

resources, as miners were forced to dig ever

fy i
deeper, would threaten the nation’s long - run

prosperity.

He was right about the exhaustion of Britain’s

coal: production peaked in 1913, and today the

British coal industry is a shadow of its former

self. But Britain was able to turn to alternative

sources of energy, including imported coal and

oil. And economic growth did not collapse: real

GDP per capita in Britain today is about seven

times its level in 1865.
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worldwide economic growth. The biggest of these issues involves the impact of fossil-
fuel consumption on the world’s climate.

Burning coal and oil releases carbon dioxide into the atmosphere. There is broad sci-
entific consensus that rising levels of carbon dioxide and other gases are causing a
greenhouse effect on the Earth, trapping more of the sun’s energy and raising the
planet’s overall temperature. And rising temperatures may impose high human and
economic costs: rising sea levels may flood coastal areas; changing climate may disrupt
agriculture, especially in poor countries; and so on.

The problem of climate change is clearly linked to economic growth. Figure 39.3
shows carbon dioxide emissions from the United States, Europe, and China since 1980.
Historically, the wealthy nations have been responsible for the bulk of these emissions
because they have consumed far more energy per person than poorer countries. As
China and other emerging economies have grown, however, they have begun to con-
sume much more energy and emit much more carbon dioxide.

Is it possible to continue long - run economic growth while curbing the emissions of
greenhouse gases? The answer, according to most economists who have studied the issue, is
yes. It should be possible to reduce greenhouse gas emissions in a wide variety of ways, rang-
ing from the use of non -fossil -fuel energy sources such as wind, solar, and nuclear power; to
preventive measures such as carbon sequestration (capturing carbon dioxide and storing
it); to simpler things like designing buildings so that they’re easier to keep warm in winter
and cool in summer. Such measures would impose costs on the economy, but the best
available estimates suggest that even a large reduction in greenhouse gas emissions over the
next few decades would only modestly dent the long-term rise in real GDP per capita.

The problem is how to make all of this happen. Unlike resource scarcity, environ-
mental problems don’t automatically provide incentives for changed behavior. Pollu-
tion is an example of a negative externality, a cost that individuals or firms impose on
others without having to offer compensation. In the absence of government interven-
tion, individuals and firms have no incentive to reduce negative externalities, which is
why it took regulation to reduce air pollution in America’s cities. And as Nicholas
Stern, the author of an influential report on climate change, put it, greenhouse gas
emissions are “the mother of all externalities.”

f i g u r e 39.3

Climate Change and Growth
Greenhouse gas emissions are positively
related to growth. As shown here by the
United States and Europe, wealthy coun-
tries have historically been responsible for
the great bulk of greenhouse gas emissions
because of their richer and faster-growing
economies. As China and other emerging
economies have grown, they have begun to
emit much more carbon dioxide.
Source: Energy Information Administration.
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So there is a broad consensus among economists—although there are some dis-
senters—that government action is needed to deal with climate change. There is also
broad consensus that this action should take the form of market - based incentives, ei-
ther in the form of a carbon tax—a tax per unit of carbon emitted—or a cap and trade
system in which the total amount of emissions is capped, and producers must buy li-
censes to emit greenhouse gases. There is, however, considerable dispute about how
much action is appropriate, reflecting both uncertainty about the costs and benefits
and scientific uncertainty about the pace and extent of climate change.

There are also several aspects of the climate change problem that make it much
more difficult to deal with than, say, smog in Los Angeles. One is the problem of taking
the long view. The impact of greenhouse gas emissions on the climate is very gradual:
carbon dioxide put into the atmosphere today won’t have its full effect on the climate
for several generations. As a result, there is the political problem of persuading voters
to accept pain today in return for gains that will benefit their children, grandchildren,
or even great - grandchildren.

The added problem of international burden sharing presents a stumbling 
block for consensus, as it did at the United Nations Climate Change Conference 
in 2009. As Figure 39.3 shows, today’s rich countries have historically been responsi-
ble for most greenhouse gas emissions, but newly emerging economies like China
are responsible for most of the recent growth. Inevitably, rich countries are reluc-
tant to pay the price of reducing emissions only to have their efforts frustrated by
rapidly growing emissions from new players. On the other hand, countries like
China, which are still relatively poor, consider it unfair that they should be expected
to bear the burden of protecting an environment threatened by the past actions of
rich nations.

Despite political issues and the need for compromise, the general moral of this
story is that it is possible to reconcile long - run economic growth with environmental
protection. The main question is one of getting political consensus around the neces-
sary policies.
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The Cost of Climate Protection
At the time of this writing, there were a number

of bills before the U.S. Congress, some of them

with bipartisan sponsorship, calling for ambi-

tious, long - term efforts to reduce U.S. emis-

sions of greenhouse gases. For example, a bill

sponsored by Senators Joseph Lieberman and

John McCain would use a cap and trade system

to gradually reduce emissions over time, even-

tually—by 2050—reducing them to 60% below

their 1990 level. Another bill, sponsored by Sen-

ators Barbara Boxer and Bernie Sanders, called

for an 80% reduction by 2050.

Would implementing these bills put a stop to

long - run economic growth? Not according to a

comprehensive study by a team at MIT, which

found that reducing emissions would impose

significant but not overwhelming costs. Using

an elaborate model of the interaction between

environmental policy and the economy, the MIT

group estimated that the Lieberman– McCain

proposal would reduce real GDP per capita in

2050 by 1.11% and the more stringent

Sanders –Boxer proposal would reduce real GDP

per capita by 1.79%.

fy i
These may sound like big numbers—they

would amount to between $200 billion and

$250 billion today—but they would hardly

make a dent in the economy’s long - run

growth rate. Remember that over the long 

run the U.S. economy has on average seen

real GDP per capita rise by almost 2% a 

year. If the MIT group’s estimates are correct,

even a strong policy to avert climate change

would, in effect, require that we give up 

less than one year’s growth over the next 

four decades.
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Check Your Understanding 
1. Explain the link between a country’s growth rate, its investment

spending as a percent of GDP, and its domestic savings.

2. Which of the following is the better predictor of a future high
long -run growth rate: a high standard of living today or high
levels of savings and investment spending? Explain your answer.

3. Some economists think the best way to help African countries is
for wealthier countries to provide more funds for basic
infrastructure. Others think this policy will have no long -run

effect unless African countries have the financial and political
means to maintain this infrastructure. What policies would 
you suggest?

4. What is the link between greenhouse gas emissions and growth?
What is the expected effect on growth from emissions
reduction? Why is international burden sharing of greenhouse
gas emissions reduction a contentious problem?

Solutions appear at the back of the book.

Tackle the Test: Multiple-Choice Questions
1. Economies experience more rapid economic growth when they

do which of the following?
I. add physical capital

II. promote technological progress
III. limit human capital

a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

2. Which of the following can lead to increases in physical capital
in an economy?
a. increased investment spending
b. increased savings by domestic households
c. increased savings from foreign households
d. an inflow of foreign capital
e. all of the above

3. Which of the following is true of sustainable long-run
economic growth?
a. Long-run growth can continue in the face of the limited

supply of natural resources.
b. It was predicted by Thomas Malthus.
c. Modern economies handle resource scarcity problems

poorly.
d. It is less likely when we find alternatives to natural resources.
e. All of the above are true.

4. Which of the following statements is true of environmental
quality?
a. It is typically not affected by government policy.
b. Other things equal, it tends to improve with economic

growth.
c. There is broad scientific consensus that rising levels of

carbon dioxide and other gases are raising the planet’s
overall temperature.

d. Most economists believe it is not possible to reduce
greenhouse gas emissions while economic growth continues.

e. Most environmental success stories involve dealing with
global, rather than local impacts.

5. According to the MIT study discussed in the module, a cap and
trade system to reduce greenhouse gas emissions in the United
States would lead to 
a. no significant costs.
b. significant but not overwhelming costs.
c. a loss of roughly three year’s real GDP over the next 40 years.
d. a reduction in real GDP per capita of over 10%.
e. a loss of 5 years’ worth of economic growth over the next 40

years.
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Tackle the Test: Free-Response Questions
1. List and explain five different actions the government can take

to promote long-run economic growth.

Answer (10 points)—10 points for 5 of the 6 possible actions/descriptions

1 point: Build infrastructure. 

1 point: The government can provide roads, power lines, ports, rail lines, and
related systems to support economic activity.

1 point: Invest in human capital. 

1 point: The government can improve access to quality education.

1 point: Invest in research and development. 

1 point: The government can promote technological progress by having
government agencies support and participate in R&D.

1 point: Provide political stability. 

1 point: The government can create and maintain institutions that make and
enforce laws that promote stability.

1 point: Establish and protect property rights. 

1 point: Growth is promoted by laws that define what property belongs to
whom and by institutions that defend those property rights.

1 point: Minimize government intervention. 

1 point: The government can limit its intervention in the economy and promote
competition.

2. What roles do physical capital, human capital, technology, 
and natural resources play in influencing long -run 
economic growth of aggregate output per capita?
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What you will learn 
in this Module:
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• How long-run economic

growth is represented in

macroeconomic models

• How to model the effects of

economic growth policies

Module 40
Economic Growth in
Macroeconomic Models
Long-run economic growth is fundamental to solving many of today’s most press-
ing economic problems. It is even more critical in poorer, less developed countries.
But the policies we have studied in earlier sections to address short-run fluctuations
and the business cycle may not encourage long-run economic growth. For example,
an increase in household consumption can help an economy to recover from a 
recession. However, when households increase consumption, they decrease their
savings, which leads to decreased investment spending and slows long-run eco-
nomic growth. 

In addition to understanding short-run stabilization policies, we need to under-
stand the factors that influence economic growth and how choices by governments
and individuals can promote or retard that growth in the long-run.

Long-run economic growth is the sustained rise in the quantity of goods 
and services the economy produces, as opposed to the short-run ups and downs of
the business cycle. In Module 18, we looked at actual and potential output in the
United States from 1989 to 2009. As shown in Figure 40.1, increases in potential
output during that time represent long-run economic growth in the economy. The
fluctuations of actual output compared to potential output are the result of the
business cycle.

As we have seen throughout this section, long-run economic growth depends al-
most entirely on rising productivity. Good macroeconomic policy strives to foster in-
creases in productivity, which in turn leads to long-run economic growth. In this
module, we will learn how to evaluate the effects of long-run growth policies using the
production possibilities curve and the aggregate demand and supply model.

Long-run Economic Growth and the Production

Possibilities Curve
Recall from Section 1 that we defined the production possibilities curve as a graph that
illustrates the trade-offs facing an economy that produces only two goods. In our ex-
ample, we developed the production possibilities curve for Tom, a castaway facing a



trade-off between producing fish and coconuts. Looking at Figure 40.2 on the next
page, we see that economic growth is shown as an outward shift of the production pos-
sibilities curve. Now let’s return to the production possibilities curve model and use a
different example to illustrate how economic growth policies can lead to long-run eco-
nomic growth.

Figure 40.3 on the next page shows a hypothetical production possibilities curve
for a fictional country we’ll call Kyland. In our previous production possibilities ex-
amples, the trade-off was between producing quantities of two different goods. In
this example, our production possibilities curve illustrates Kyland’s trade-off be-
tween two different categories of goods. The production possibilities curve shows the
alternative combinations of investment goods and consumer goods that Kyland can
produce. The consumer goods category includes everything purchased for consump-
tion by households, such as food, clothing, and sporting goods. Investment goods in-
clude all forms of physical capital. That is, goods that are used to produce other
goods. Kyland’s production possibilities curve shows the trade-off between the pro-
duction of consumer goods and the production of investment goods. Recall that the
bowed-out shape of the production possibilities curve reflects increasing opportu-
nity cost. 

Kyland’s production possibilities curve shows all possible combinations of con-
sumer and investment goods that can be produced with full and efficient use of all of
Kyland’s resources. However, the production possibilities curve model does not tell us
which of the possible points Kyland should select.
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Actual and Potential Output from 1989 to 2009f i g u r e 40.1

This figure shows the performance of actual and potential 
output in the United States from 1989 to 2009. The black line
shows estimates, produced by the Congressional Budget Office,
of U.S. potential output. The blue line shows actual aggregate
output. The purple-shaded years are periods in which actual ag-
gregate output fell below potential output, and the green shaded

years are periods in which actual aggregate output exceeded
potential output. As shown, significant shortfalls occurred in the
recessions of the early 1990s and after 2000. Actual aggregate
output was significantly above potential output in the boom of
the late 1990s.
Sources: Congressional Budget Office, Bureau of Economic Analysis.



Figure 40.3 illustrates four points on Kyland’s production possibilities curve. At
point A, Kyland is producing all investment goods and no consumer goods. Invest-
ment in physical capital, one of the economy’s factors of production, causes the pro-
duction possibilities curve to shift outward. Choosing to produce at a point on the
production possibilities curve that creates more capital for the economy will result in
greater production possibilities in the future. Note that at point A, there are no con-
sumer goods being produced, a situation which the economy cannot survive. 

At point D, Kyland is producing all consumer goods and no investment goods.
While this point provides goods and services for consumers in Kyland, it does not in-
clude the production of any physical capital. Over time, as an economy produces more
goods and services, some of its capital is used up in that production. A loss in the
value of physical capital due to wear, age, or obsolescence is called depreciation. If Ky-
land were to produce at point D year after year, it would soon find its stock of physical
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f i g u r e 40.2

Economic Growth
Economic growth results in an outward
shift of the production possibilities curve
because production possibilities are ex-
panded. The economy can now produce
more of everything. For example, if produc-
tion is initially at point A (20 fish and 25 co-
conuts), it could move to point E (25 fish
and 30 coconuts).

A

10 20 25 30 40 500

35

30

25

20

15

10

5

Quantity of fish

Quantity
of coconuts

E

New 
PPC

Original
PPC

f i g u r e 40.3

The Trade-off Between
Investment and
Consumer Goods
This production possibilities curve illus-
trates Kyland’s trade-off between the
production of investment goods and
consumer goods. At point A, Kyland
produces all investment goods and no
consumer goods. At point D, Kyland
produces all consumer goods and no
investment goods.
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capital depreciating and its production possibilities curve would shift in-
ward over time, indicating a decrease in production possibilities. Points B
and C represent a mix of consumer and investment goods for the economy.
While we can see that points A and D would not be acceptable choices over
a long period of time, the choice between points B and C would depend on
the values, politics, and other details related to the economy and people of
Kyland. What we do know is that the choice made by Kyland each year will
affect the position of the production possibilities curve in the future. An
emphasis on the production of consumer goods will make consumers bet-
ter off in the short run but will prevent the production possibilities curve
from moving farther out in the future. An emphasis on investment goods
will lead the production possibilities curve to shift out farther in the future
but will decrease the quantity of consumer goods available in the short run. 

So what does the production possibilities curve tell us about economic
growth? Since long-run economic growth depends almost entirely on rising
productivity, a country’s decision regarding investment in physical capital,
human capital, and technology affects its long-run economic growth. Gov-
ernments can promote long-run economic growth, shifting the country’s
production possibilities curve outward over time, by investing in physical
capital such as infrastructure. They can also encourage high rates of private
investment in physical capital by promoting a well-functioning financial
system, property rights, and political stability. 

Long-run Economic Growth and the Aggregate

Demand-Aggregate Supply Model
The aggregate demand and supply model we developed in Section 4 is another useful
tool for understanding long-run economic growth. Recall that in the aggregate 
demand-aggregate supply model, the long-run aggregate supply curve shows the rela-
tionship between the aggregate price level and the quantity of aggregate output sup-
plied when all prices, including nominal wages, are flexible. As shown in Figure 40.4, the 
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The Long-run Aggregate
Supply Curve
The long run aggregate supply curve
shows the quantity of aggregate output
supplied when all prices, including
nominal wages, are flexible. It is vertical
at potential output, YP, because in the
long run a change in the aggregate
price level has no effect on the quantity
of aggregate supplied.
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long-run aggregate supply curve is vertical at the level of potential output. While actual
real GDP is almost always above or below potential output, reflecting the current phase
of the business cycle, potential output is the level of output around which actual aggre-
gate output fluctuates. Potential output in the United States has risen steadily over
time. This corresponds to a rightward shift of the long-run aggregate supply curve, as
shown in Figure 40.5. Thus, the same government policies that promote an outward
shift of the production possibilities curve promote a rightward shift of the long-run ag-
gregate supply curve.

Distinguishing Between Long-run Growth and

Short-run Fluctuations
When considering changes in real GDP, it is important to distinguish long-run
growth from short-run fluctuations due to the business cycle. Both the production
possibilities curve model and the aggregate demand-aggregate supply model can
help us do this.

The points along a production possibilities curve are achievable if there is effi-
cient use of the economy’s resources. If the economy experiences a macroeconomic
fluctuation due to the business cycle, such as unemployment due to a recession,
production falls to a point inside the production possibilities curve. On the other
hand, long-run growth will appear as an outward shift of the production possibili-
ties curve.

In the aggregate demand-aggregate supply model, fluctuations of actual aggregate
output around potential output are illustrated by shifts of aggregate demand or short-
run aggregate supply that result in a short-run macroeconomic equilibrium above or
below potential output. In both panels of Figure 40.6, E1 indicates a short-run equilib-
rium that differs from long-run equilibrium due to the business cycle. In the case of
short-run fluctuations like these, adjustments in nominal wages will eventually bring
the equilibrium level of real GDP back to the potential level. By contrast, we saw in Fig-
ure 40.5 that long-run economic growth is represented by a rightward shift of the long-
run aggregate supply curve and corresponds to an increase in the economy’s level of
potential output.
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f i g u r e 40.5

Long-run Growth and the
LRAS Curve
The growth in potential output over time
can be shown as a rightward shift of
the long-run aggregate supply curve.
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In panel (a), the initial equilibrium is E1. At the aggregate price level,
P1, the quantity of aggregate output supplied, Y1, exceeds potential
output, YP. Eventually, low unemployment will cause nominal wages
to rise, leading to a leftward shift of the short-run aggregate supply
curve from SRAS1 to SRAS2 and a long-run equilibrium at E2. In 

panel (b), the reverse happens: at the short-run equilibrium, E1, the
quantity of aggregate output supplied is less than potential output.
High unemployment eventually leads to a fall in nominal wages over
time and a rightward shift of the short-run aggregate supply curve.
The end result is long-run equilibrium at E2.
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Check Your Understanding 
1. How are long-run economic growth and short-run fluctuations

during a business cycle represented using the production
possibilities curve model? 

Solutions appear at the back of the book.

2. How are long-run economic growth and short-run fluctuations
during a business cycle represented using the aggregate
demand-aggregate supply model?

Tackle the Test: Multiple-Choice Questions
1. Which of the following will shift the production possibilities

curve outward?
I. an increase in the production of investment goods

II. an increase in the production of consumer goods
III. technological progress

a. I only
b. II only
c. III only
d. I and III only
e. I, II, and III

2. In the production possibilities curve (PPC) model, long-run
economic growth is shown by a(n)
a. outward shift of the PPC.
b. inward shift of the PPC.

c. movement from a point below the PPC to a point on 
the PPC.

d. movement from a point on the PPC to a point below 
the PPC.

e. movement from a point on the PPC to a point beyond 
the PPC.

3. The reduction in the value of an asset due to wear and tear is
known as
a. depreciation.
b. negative investment.
c. economic decline.
d. disinvestment.
e. net investment.
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5. Which of the following is listed among the key sources of
growth in potential output?
a. expansionary fiscal policy
b. expansionary monetary policy
c. a rightward shift of the short-run aggregate supply curve
d. investment in human capital
e. both a and b

4. In the aggregate demand-aggregate supply model, long-run
economic growth is shown by a
a. leftward shift of the aggregate demand curve.
b. rightward shift of the aggregate demand curve.
c. rightward shift of the long-run aggregate supply curve.
d. rightward shift of the short-run aggregate supply curve.
e. leftward shift of the short-run aggregate supply curve.

Tackle the Test: Free-Response Questions
1. Refer to the graph provided.

a. Which point(s) could represent a downturn in the business
cycle?

b. Which point(s) represent efficient production?
c. Which point(s) are attainable only after long-run economic

growth?
d. How would long-run economic growth be represented on

this graph?
e. Policy that results in an increase in the production of

consumer goods without reducing the production of
investment goods is represented by a movement from point

to point .
f. Producing at which efficient point this year would lead to

the most economic growth next year?

A

B

C

D

E

F

PPC

Quantity of consumer goods

Quantity of
investment

goods

Answer (9 points)

2 points: A downturn could be represented by points E or F

3 points: Points A, B, and C represent efficient production.

1 point: Point D is attainable only after long-run economic growth.

1 point: Long-run economic growth would be represented by an outward shift
of the curve.

1 point: Consumer goods increase and investment goods remain unchanged
when moving from point E to point C.

1 point: Producing at point A would lead to the most economic growth.

2. Draw a separate, correctly labeled aggregate demand and supply
graph to illustrate each of the following situations. On each of
your graphs, include the short-run aggregate supply curve(s),
long-run aggregate supply curve(s), and aggregate demand
curve(s).
a. Expansionary fiscal policy moves the economy out of a

recession.
b. Investment in infrastructure by the government leads to

long-run economic growth.

Summary

1. Economic growth is a sustained increase in the produc-
tive capacity of an economy and can be measured as
changes in real GDP per capita. This measurement
eliminates the effects of changes in both the price level
and population size. Levels of real GDP per capita vary
greatly around the world: more than half of the world’s

population lives in countries that are still poorer than
the United States was in 1908.

2. Growth rates of real GDP per capita also vary widely.
According to the Rule of 70, the number of years it
takes for real GDP per capita to double is equal to 70 di-
vided by the annual growth rate of real GDP per capita.
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3. The key to long - run economic growth is rising labor
productivity, or just productivity, which is output
per worker. Increases in productivity arise from in-
creases in physical capital per worker and human
capital per worker as well as advances in technology.
The aggregate production function shows how 
real GDP per worker depends on these three factors.
Other things equal, there are diminishing returns 
to physical capital: holding human capital per
worker and technology fixed, each successive addition
to physical capital per worker yields a smaller increase
in productivity than the one before. Similarly, there
are diminishing returns to human capital among
other inputs. With growth accounting, which in-
volves estimates of each factor’s contribution to eco-
nomic growth, economists have shown that rising
total factor productivity, the amount of output pro-
duced from a given amount of factor inputs, is key to
long -run growth. Rising total factor productivity is
usually interpreted as the effect of technological
progress. In most countries, natural resources are a
less significant source of productivity growth today
than in earlier times.

4. The world economy contains examples of success and
failure in the effort to achieve long -run economic
growth. East Asian economies have done many things
right and achieved very high growth rates. In Latin
America, where some important conditions are lacking,
growth has generally been disappointing. In Africa, 
real GDP per capita declined for several decades, al-
though there are recent signs of progress. The growth
rates of economically advanced countries have con-
verged, but the growth rates of countries across the
world have not. This has led economists to believe that
the convergence hypothesis fits the data only when
factors that affect growth, such as education, infrastruc-
ture, and favorable policies and institutions, are held
equal across countries.

5. The large differences in countries’ growth rates are
largely due to differences in their rates of accumula-
tion of physical and human capital as well as differ-
ences in technological progress. A prime factor is
differences in savings and investment rates, since most

countries that have high investment in physical capital
finance it by high domestic savings. Technological
progress is largely a result of research and develop-
ment, or R&D.

6. Government actions that contribute to growth include
the building of infrastructure, particularly for trans-
portation and public health; the creation and regula-
tion of a well -functioning banking system that channels
savings into investment spending; and the financing of
both education and R&D. Government actions that
slow growth are corruption, political instability, exces-
sive government intervention, and the neglect or viola-
tion of property rights.

7. In regard to making economic growth sustainable,
economists generally believe that environmental degra-
dation poses a greater problem than natural resource
scarcity does. Addressing environmental degradation re-
quires effective governmental intervention, but the
problem of natural resource scarcity is often well han-
dled by the incentives created by market prices.

8. The emission of greenhouse gases is clearly linked 
to growth, and limiting emissions will require some 
reduction in growth. However, the best available 
estimates suggest that a large reduction in emissions
would require only a modest reduction in the 
growth rate.

9. There is broad consensus that government action to ad-
dress climate change and greenhouse gases should be in
the form of market -based incentives, like a carbon tax or
a cap and trade system. It will also require rich and poor
countries to come to some agreement on how the cost
of emissions reductions will be shared.

10. Long-run economic growth can be analyzed using 
the production possibilities curve and the aggregate 
demand-aggregate supply model. In these models, long-
run economic growth is represented by an outward shift
of the production possibilities curve and a rightward
shift of the long-run aggregate supply curve.

11. Physical capital depreciates with use. Therefore, over
time, the production possibilities curve will shift inward
and the long-run aggregate supply curve will shift to the
left if the stock of capital is not replaced. 

Rule of 70, p. 371

Labor productivity (productivity), p. 372

Physical capital, p. 373

Human capital, p. 373

Technology, p. 373

Aggregate production function, p. 376

Diminishing returns to physical capital, p. 376

Growth accounting, p. 378

Total factor productivity, p. 379

Convergence hypothesis, p. 383

Research and development (R&D), p. 388

Infrastructure, p. 389

Sustainable, p. 391

Depreciation, p. 400
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Average annual growth rate of
real GDP per capita

Years Argentina Ghana South Korea

1960 –1970 2.53% 15.54% 7.50%

1970–1980 1.12 0.85 7.62

1980–1990 −2.50 0.10 11.33

1990 –2000 3.83 2.08 6.37

Average GDP per
GDP per capita growth

Region capita (2005) (2000–2005)

High-income countries $28,612 1.9%

Middle-income countries 2,196 5.7

Low-income countries 494 3.6

Source: World Bank.

1. The accompanying table shows data on real GDP per capita for
several countries between 1960 and 2000. (Source: The Penn
World Table, Version 6.2.)

a. Complete the table by expressing each year’s real GDP per
capita as a percentage of its 1960 and 2000 levels.

b. How does the growth in living standards from 1960 to 2000
compare across these four nations? What might account for
these differences?

2. The accompanying table shows the average annual growth rate
in real GDP per capita for several countries between 1960 and
2000. (Source: The Penn World Table, Version 6.2)

a. For each decade and for each country, use the Rule of 70
where possible to calculate how long it would take for that
country’s real GDP per capita to double.

b. Suppose that the average annual growth rate that each
country achieved over the period 1990–2000 continues in-
definitely into the future. Starting from 2000, use the Rule
of 70 to calculate, where possible, the year in which a coun-
try will have doubled its real GDP per capita.

3. The accompanying table provides approximate statistics 
on per capita income levels and growth rates for regions 
defined by income levels. According to the Rule of 70, the
high-income countries are projected to double their per
capita GDP in approximately 37 years, in 2042. Throughout

this question, assume constant growth rates for each of the
regions that are fixed at their average value between 2000
and 2005. 

a. Calculate the ratio of per capita GDP in 2005 for each of
the following:

I. middle-income to high-income countries
II. low-income to high-income countries

III. low-income to middle-income countries

b. Calculate the number of years it will take the low-income
and middle-income countries to double their per 
capita GDP.

c. Calculate the per capita GDP of each of the regions in 2042.
(Hint: How many times does their per capita GDP double in
37 years?)

d. Repeat part a with the projected per capita GDP in 2042.

e. Compare your answers to parts a and d. Comment on the
change in economic inequality between the regions.

4. You are hired as an economic consultant to the countries 
of Albernia and Brittania. Each country’s current relation-
ship between physical capital per worker and output per
worker is given by the curve labeled Productivity1 in the 

Problems

Argentina Ghana South Korea United States

Real GDP Per centage of Real GDP Per centage of Real GDP Per centage of Real GDP Per centage of
per capita 1960 2000 per capita 1960 2000 per capita 1960 2000 per capita 1960 2000

(2000 real GDP real GDP (2000 real GDP real GDP (2000 real GDP real GDP (2000 real GDP real GDP
Year dollars) per capita per capita dollars) per capita per capita dollars) per capita per capita dollars) per capita per capita

1960 $7,838 ? ? $412 ? ? $1,458 ? ? $12,892 ? ?

1970 9,821 ? ? 1,052 ? ? 2,552 ? ? 17,321 ? ?

1980 10,921 ? ? 1,142 ? ? 4,497 ? ? 21,606 ? ?

1990 8,195 ? ? 1,153 ? ? 9,593 ? ? 27,097 ? ?

2000 11,332 ? ? 1,392 ? ? 15,702 ? ? 34,365 ? ?
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Method 1 Method 2

Physical capital Real GDP Physical capital Real GDP
per worker per worker per worker per worker

0 0.00 0 0.00

50 35.36 50 70.71

100 50.00 100 100.00

150 61.24 150 122.47

200 70.71 200 141.42

250 79.06 250 158.11

300 86.60 300 173.21

350 93.54 350 187.08

400 100.00 400 200.00

450 106.07 450 212.13

500 111.80 500 223.61

1950 2004

Real GDP Percentage Real GDP Percentage
per capita of U.S. per capita of U.S.

(2000 real GDP (2000 real GDP
dollars) per capita dollars) per capita

France $5,921 ? $26,168 ?

Japan 2,188 ? 24,661 ?

United
Kingdom 8,082 ? 26,762 ?

United
States 11,233 ? 36,098 ?

accompanying diagram. Albernia is at point A and Brittania
is at point B.

a. In the relationship depicted by the curve Productivity1,
what factors are held fixed? Do these countries experience
diminishing returns to physical capital per worker?

b. Assuming that the amount of human capital per worker
and the technology are held fixed in each country, can you
recommend a policy to generate a doubling of real GDP per
capita in Albernia?

c. How would your policy recommendation change if the
amount of human capital per worker and the technology
were not fixed? Draw a curve on the diagram that represents
this policy for Albernia.

5. The country of Androde is currently using Method 1 for its
production function. By chance, scientists stumble on a tech-
nological breakthrough that will enhance Androde’s produc-
tivity. This technological breakthrough is reflected in another
production function, Method 2. The accompanying table
shows combinations of physical capital per worker and output
per worker for both methods, assuming that human capital
per worker is fixed.

Real GDP
per worker

Physical capital
per worker

B
Productivity1

A

$40,000

20,000

$10,000 30,000

a. Using the data in the accompanying table, draw the two
production functions in one diagram. Androde’s current
amount of physical capital per worker is 100 using Method
1. In your figure, label that point A.

b. Starting from point A, over a period of 70 years, the amount
of physical capital per worker in Androde rises to 400. As-
suming Androde still uses Method 1, in your diagram, label
the resulting point of production B. Using the Rule of 70,
calculate by how many percent per year output per worker
has grown.

c. Now assume that, starting from point A, over the same 70
years, the amount of physical capital per worker in Androde
rises to 400, but that during that time, Androde switches to
Method 2. In your diagram, label the resulting point of pro-
duction C. Using the Rule of 70, calculate by how many per-
cent per year output per worker has grown now.

d. As the economy of Androde moves from point A to point C,
which percentage of the annual productivity growth is due
to higher total factor productivity?

6. The Bureau of Labor Statistics regularly releases the “Productiv-
ity and Costs” report for the previous month. Go to www.bls.gov
and find the latest report. (On the Bureau of Labor Statistics
home page, under Latest Numbers, find “Productivity” and click
on “News Release.”) What were the percent changes in business
and nonfarm business productivity for the previous quarter (on
the basis of annualized rates for output per hour of all persons)?
How does the percent change in that quarter’s productivity
compare to data from the previous quarter?

7. How have U.S. policies and institutions influenced the coun-
try’s long -run economic growth?

8. Over the next 100 years, real GDP per capita in Groland is ex-
pected to grow at an average annual rate of 2.0%. In Sloland,
however, growth is expected to be somewhat slower, at an aver-
age annual growth rate of 1.5%. If both countries have a real
GDP per capita today of $20,000, how will their real GDP per
capita differ in 100 years? [Hint: A country that has a real GDP
today of $x and grows at y% per year will achieve a real GDP of
$x × (1 + 0.0y)z in z years. We assume that 0 ≤ y < 10.]

9. The accompanying table shows data on real GDP per capita in
2000 U.S. dollars for several countries in 1950 and 2004.
(Source: The Penn World Table, Version 6.2) Complete the
table. Have these countries converged economically?

Section 7  Summary



1960 2003

Real GDP Percentage Real GDP Percentage
per capita of U.S. per capita of U.S.

(2000 real GDP (2000 real GDP
dollars) per capita dollars) per capita

Argentina $7,838 ? $10,170 ?

Ghana 412 ? 1,440 ?

South
Korea 1,458 ? 17,597 ?

United
States 12,892 ? 34,875 ?

Percent change in  Percent change in
real GDP per capita CO2 emissions

Country 2005–2007 2005–2007

Austria 6.30% −4.90%

Belgium 4.19 −4.60

Cyprus 5.56 6.20

Finland 9.23 28.50

France 2.76 −3.50

Germany 5.79 2.50

Greece 8.09 2.00

Ireland 6.56 −5.30

Italy 2.28 0.20

Luxembourg 8.55 −1.40

Netherlands 4.61 −0.60

Portugal 2.67 −14.40

Slovenia 11.79 3.80

Spain 4.28 1.60

Sources: European Commission Press Release, May 23, 2008; International Monetary Fund,
World Factbook 2008.
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10. The accompanying table shows data on real GDP per capita in
2000 U.S. dollars for several countries in 1960 and 2003.
(Source: The Penn World Table, Version 6.2.) Complete the
table. Have these countries converged economically?

11. Why would you expect real GDP per capita in California and
Pennsylvania to exhibit convergence but not in California
and Baja California, a state of Mexico that borders the United
States? What changes would allow California and Baja Cali-
fornia to converge?

12. According to the Oil & Gas Journal, the proven oil reserves of
the top 12 oil producers was 1,137 billion barrels of oil in 2007.
In that year, the U.S. Energy Information Administration re-
ported that the daily oil production from these nations was
48.2 million barrels a day.

a. At this rate, how many years will the proven oil reserves of
the top 12 oil producers last? Discuss the Malthusian view
in the context of the number you just calculated.

b. What are some important assumptions implicit in your cal-
culations that challenge the Malthusian view on this issue?

c. Discuss how market forces may affect the amount of time
the proven oil reserves will last, assuming that no new oil re-
serves are discovered and that the demand curve for oil re-
mains unchanged.

13. The accompanying table shows the percent change in verified
emissions of carbon dioxide (CO2) and the percent change in
real GDP per capita for selected EU countries.

a. Rank the countries in terms of percentage increase in CO2

emissions, from highest to lowest. What five countries have
the highest percentage increase in emissions? What five
countries have the lowest percentage increase in emissions?

b. Now rank the countries in terms of the percentage increase
in real GDP per person, from highest to lowest. What 
five countries have the highest percentage increase? 
What five countries have the lowest percentage increase?

c. Would you infer from your results that CO2 emissions are
linked to growth in output per person?

d. Do high growth rates necessarily lead to high CO2 emis-
sions?



“You should see, when they come in the door, the shopping
bags they hand off to the coat check. I mean, they’re just
spending. It’s Monopoly money to them.” So declared a
New York restaurant manager, describing the European
tourists who, in the summer of 2008, accounted for a large
share of her business. Meanwhile, American tourists in Eu-
rope were suffering sticker shock. One American, whose
family of four was visiting Paris, explained his changing va-
cation plans: “We might not stay as long. We might eat
cheese sandwiches.”

It was quite a change
from 2000, when an arti-
cle in the New York Times
bore the headline: “Dol-
lar makes the good life a
tourist bargain in Eu-
rope.” What happened?
The answer is that there
was a large shift in the
relative values of the euro,
the currency used by
much of Europe, and the
U.S. dollar. At its low
point in 2000, a euro
was worth only about

85 cents. By mid -2008 it was worth more than $1.50, and
in early 2010 it’s value had fallen again, to less than $1.28.

What causes the relative value of the dollar and the
euro to change? What are the effects of such changes?
These are among the questions addressed by open -
 economy macroeconomics, the branch of macroeconomics
that deals with the relationships between national
economies. In this section we’ll learn about some of the
key issues in open - economy macroeconomics: the deter-

minants of a country’s
balance of payments, the
factors affecting ex-
change rates, the differ-
ent forms of exchange
rate policy adopted by
various countries, and
the relationship be-
tween exchange rates
and macroeconomic
policy. In the final
module we will apply
what we have learned
about macroeconomic
modeling to conduct
policy analysis.

Module 41 Capital Flows and the Balance 
of Payments

Module 42 The Foreign Exchange Market

Module 43 Exchange Rate Policy

Module 44 Exchange Rates and
Macroeconomic Policy

Module 45 Putting It All Together

Economics by Example:

“Is Globalization a Bad Word?”
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What you will learn 
in this Module:
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Module 41
Capital Flows and the
Balance of Payments

Capital Flows and the Balance of Payments
In 2008, people living in the United States sold about $3.5 trillion worth of stuff to
people living in other countries and bought about $3.5 trillion worth of stuff in return.
What kind of stuff? All kinds. Residents of the United States (including employees of
firms operating in the United States) sold airplanes, bonds, wheat, and many other
items to residents of other countries. Residents of the United States bought cars,
stocks, oil, and many other items from residents of other countries.

How can we keep track of these transactions? Earlier we learned that economists
keep track of the domestic economy using the national income and product accounts.
Economists keep track of international transactions using a different but related set of
numbers, the balance of payments accounts.

Balance of Payments Accounts
A country’s balance of payments accounts are a summary of the country’s transac-
tions with other countries.

To understand the basic idea behind the balance of payments accounts, let’s con-
sider a small -scale example: not a country, but a family farm. Let’s say that we know the
following about how last year went financially for the Costas, who own a small arti-
choke farm in California:
■ They made $100,000 by selling artichokes.
■ They spent $70,000 on running the farm, including purchases of new farm machin-

ery, and another $40,000 buying food, paying utility bills for their home, replacing
their worn -out car, and so on.

■ They received $500 in interest on their bank account but paid $10,000 in interest on
their mortgage.

■ They took out a new $25,000 loan to help pay for farm improvements but didn’t use
all the money immediately. So they put the extra in the bank.

• The meaning of the balance

of payments accounts

• The determinants of

international capital flows
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A country’s balance of payments

accounts are a summary of the country’s

transactions with other countries.



How could we summarize the Costas’ year? One way would be with a table like Table
41.1, which shows sources of cash coming in and money going out, characterized
under a few broad headings. The first row of Table 41.1 shows sales and purchases of
goods and services: sales of artichokes; purchases of groceries, heating oil, that new car,
and so on. The second row shows interest payments: the interest the Costas received
from their bank account and the interest they paid on their mortgage. The third row
shows cash coming in from new borrowing versus money deposited in the bank.

In each row we show the net inflow of cash from that type of transaction. So the net
in the first row is −$10,000 because the Costas spent $10,000 more than they earned.
The net in the second row is −$9,500, the difference between the interest the Costas re-
ceived on their bank account and the interest they paid on the mortgage. The net in the
third row is $19,500: the Costas brought in $25,000 with their new loan but put only
$5,500 of that sum in the bank.

The last row shows the sum of cash coming in from all sources and the sum of all
cash used. These sums are equal, by definition: every dollar has a source, and every dol-
lar received gets used somewhere. (What if the Costas hid money under the mattress?
Then that would be counted as another “use” of cash.)

A country’s balance of payments accounts summarize its transactions with the
world using a table similar to the one we just used to summarize the Costas’ finan-
cial year.

Table 41.2 on the next page shows a simplified version of the U.S. balance of pay-
ments accounts for 2008. Where the Costa family’s accounts show sources and uses of
cash, the balance of payments accounts show payments from foreigners—in effect,
sources of cash for the United States as a whole—and payments to foreigners.

Row 1 of Table 41.2 shows payments that arise from sales and purchases of goods
and services. For example, the value of U.S. wheat exports and the fees foreigners pay to
U.S. consulting companies appear in the second column of row 1; the value of U.S. oil
imports and the fees American companies pay to Indian call  centers—the people who
often answer your 1-800 calls—appear in the third column of row 1.

Row 2 shows factor income—payments for the use of factors of production owned by
residents of other countries. Mostly this means investment income: interest paid on
loans from overseas, the profits of foreign - owned corporations, and so on. For exam-
ple, the profits earned by Disneyland Paris, which is owned by the U.S.-based Walt Dis-
ney Company, appear in the second column of row 2; the profits earned by the U.S.
operations of Japanese auto companies appear in the third column. Factor income also
includes labor income. For example, the wages of an American engineer who works
temporarily on a construction site in Dubai are counted in the second column of row 2.

Row 3 shows international transfers—funds sent by residents of one country to 
residents of another. The main element here is the remittances that immigrants,
such as the millions of Mexican -born workers employed in the United States, 
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The Costas’ Financial Year

Sources of cash Uses of cash Net

Purchases or sales Artichoke sales: Farm operation and −$10,000
of goods and services $100,000 living expenses: $110,000

Interest payments Interest received on Interest paid on −$9,500
bank account: $500 mortgage: $10,000

Loans and deposits Funds received from Funds deposited in +$19,500
new loan: $25,000 bank: $5,500

Total $125,500 $125,500 $0

t a b l e 41.1



send to their families in their country of origin. Notice that Table 41.2 shows only the net
value of transfers. That’s because the U.S. government provides only an estimate of the
net, not a breakdown between payments to foreigners and payments from foreigners.

The next two rows of Table 41.2 show payments resulting from sales and purchases
of assets, broken down by who is doing the buying and selling. Row 4 shows transac-
tions that involve governments or government agencies, mainly central banks. As we’ll
learn later, in 2008, most of the U.S. sales in this category involved the accumulation of
foreign exchange reserves by the central banks of China and oil-exporting countries. Row 5
shows private sales and purchases of assets. For example, the 2008 purchase of Bud-
weiser, an American brewing company, by the Belgian corporation InBev showed up in
the second column of row 5; purchases of European stocks by U.S. investors show up as
positive values in the third column. However, because U.S. residents sold more foreign
assets than they purchased in 2008, the value for this category is negative.

In laying out Table 41.2, we have separated rows 1, 2, and 3 into one group and rows
4 and 5 into another. This reflects a fundamental difference in how these two groups of
transactions affect the future.

When a U.S. resident sells a good, such as wheat, to a foreigner, that’s the end of the
transaction. But a financial asset, such as a bond, is different. Remember, a bond is a
promise to pay interest and principal in the future. So when a U.S. resident sells a bond
to a foreigner, that sale creates a liability: the U.S. resident will have to pay interest and
repay principal in the future. The balance of payments accounts distinguish between
transactions that don’t create liabilities and those that do.

Transactions that don’t create liabilities are considered part of the balance of pay-
ments on the current account, often referred to simply as the current account: the
balance of payments on goods and services plus factor income and net international
transfer payments. The balance of row 1 of Table 41.2, −$696 billion, corresponds to
the most important part of the current account: the balance of payments on goods
and services, the difference between the value of exports and the value of imports dur-
ing a given period.

By the way, if you read news reports on the economy, you may well see references to
another measure, the merchandise trade balance, sometimes referred to as the trade
balance for short. This is the difference between a country’s exports and imports of
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t a b l e 41.2

The U.S. Balance of Payments in 2008 (billions of dollars)

Payments from Payments to 
foreigners foreigners Net

1 Sales and purchases
of goods and services $1,827 $2,523 −$696

2 Factor income 765 646 119

3 Transfers — — −128

Current account
(1 � 2 � 3) �705

4
Official asset sales
and purchases 487 530 −43

5
Private sales and 
purchases of assets 47 −534 581

Financial account 
(4 � 5) 538

Total — — �167

Source: Bureau of Economic Analysis.

A country’s balance of payments on the

current account, or the current account,

is its balance of payments on goods and

services plus net international transfer

payments and factor income.

A country’s balance of payments on

goods and services is the difference

between its exports and its imports during a

given period.

The merchandise trade balance, or

trade balance, is the difference between a

country’s exports and imports of goods.



goods alone—not including services. Economists sometimes focus on the merchandise
trade balance, even though it’s an incomplete measure, because data on international
trade in services aren’t as accurate as data on trade in physical goods, and they are also
slower to arrive.

The current account, as we’ve just learned, consists of international transactions
that don’t create liabilities. Transactions that involve the sale or purchase of assets, and
therefore do create future liabilities, are considered part of the balance of payments
on the financial account, or the financial account for short. (Until a few years ago,
economists often referred to the financial account as the capital account. We’ll use the
modern term, but you may run across the older term.)

So how does it all add up? The shaded rows of Table 41.2 show the bottom lines: the
overall U.S. current account and financial account for 2008. As you can see, in 2008,
the United States ran a current account deficit: the amount it paid to foreigners for
goods, services, factors, and transfers was greater than the amount it received. Simulta-
neously, it ran a financial account surplus: the value of the assets it sold to foreigners
was greater than the value of the assets it bought from foreigners.

In the official data, the U.S. current account deficit and financial account surplus
almost, but not quite, offset each other: the financial account surplus was $167 bil-
lion smaller than the current account deficit. But that’s just a statistical error, re-
flecting the imperfection of official data. (And a $167 billion error when you’re
measuring inflows and outflows of $3.5 trillion isn’t bad!) In fact, it’s a basic rule of
balance of payments accounting that the current account and the financial account
must sum to zero:

(41-1) Current account (CA) + Financial account (FA) = 0

or

CA = −FA

Why must Equation 41-1 be true? We already saw the fundamental explanation in
Table 41.1, which showed the accounts of the Costa family: in total, the sources of
cash must equal the uses of cash. The same applies to balance of payments accounts.
Figure 41.1 on the next page, a variant on the circular -flow diagram we have found
useful in discussing domestic macroeconomics, may help you visualize how this
adding up works. 

Instead of showing the flow of money within a national economy, Figure 41.1 shows
the flow of money between national economies. Money flows into the United States
from the rest of the world as payment for U.S. exports of goods and services, as pay-
ment for the use of U.S.-owned factors of production, and
as transfer payments. These flows (indicated by the lower
green arrow) are the positive components of the U.S. cur-
rent account. Money also flows into the United States
from foreigners who purchase U.S. assets (as shown by the
lower red arrow)—the positive component of the U.S. fi-
nancial account.

At the same time, money flows from the United States to
the rest of the world as payment for U.S. imports of goods
and services, as payment for the use of foreign -owned fac-
tors of production, and as transfer payments. These flows,
indicated by the upper green arrow, are the negative compo-
nents of the U.S. current account. Money also flows from
the United States to purchase foreign assets, as shown by
the upper red arrow—the negative component of the U.S. fi-
nancial account. As in all circular - flow diagrams, the flow
into a box and the flow out of a box are equal. This means
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A country’s balance of payments 

on the financial account, or simply 

the financial account, is the difference

between its sales of assets to 

foreigners and its purchases of assets 

from foreigners during a given period.



that the sum of the red and green arrows going into the United States is equal to the
sum of the red and green arrows going out of the United States. That is,

(41-2) Positive entries on the current account (lower green arrow) + Positive 
entries on the financial account (lower red arrow) = Negative entries 
on the current account (upper green arrow) + Negative entries on the 
financial account (upper red arrow)

Equation 41-2 can be rearranged as follows:

(41-3) Positive entries on the current account − Negative entries on the current
account + Positive entries on the financial account − Negative entries on
the financial account = 0
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f i g u r e 41.1

The Balance of Payments
The green arrows represent payments that are
counted in the current account. The red arrows
represent payments that are counted in the fi-
nancial account. Because the total flow into 
the United States must equal the total flow out 
of the United States, the sum of the current ac-
count plus the financial account is zero.

Payments to the rest of the world for assets

Payments to the United States for assets

Payments to the rest of the world for goods
and services, factor income, and transfers

Payments to the United States for goods
and services, factor income, and transfers

United 
States

Rest of 
world

GDP, GNP, and the Current Account 
When we discussed national income account-

ing, we derived the basic equation relating GDP

to the components of spending: 

Y = C + I + G + X − IM

where X and IM are exports and imports, respec-

tively, of goods and services. But as we’ve

learned, the balance of payments on goods and

services is only one component of the current ac-

count balance. Why doesn’t the national income

equation use the current account as a whole?

The answer is that gross domestic product,

which is the value of goods and services pro-

duced in a country, doesn’t include two sources of

income that are included in calculating the current

account balance: international factor income and

international transfers. The profits of Ford Motors

U.K. aren’t included in America’s GDP, and the

funds Latin American immigrants send home to

their families aren’t subtracted from GDP.

Shouldn’t we have a broader measure that

does include these sources of income? Actually,

gross national product—GNP—does include in-

ternational factor income. Estimates of U.S. GNP

differ slightly from estimates of GDP because

GNP adds in items such as the earnings of U.S.

companies abroad and subtracts items such as

the interest payments on bonds owned by resi-

dents of China and Japan. There isn’t, however,

any regularly calculated measure that includes

transfer payments.

Why do economists use GDP rather than a

broader measure? Two reasons. First, the original

purpose of the national accounts was to track

fy i

The funds Latin American immigrants send home
through Western Union wires, as advertised on
this billboard, aren’t subtracted from GDP.

production rather than income. Second, data on

international factor income and transfer payments

are generally considered somewhat unreliable. So

if you’re trying to keep track of movements in the

economy, it makes sense to focus on GDP, which

doesn’t rely on these unreliable data.
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Equation 41-3 is equivalent to Equation 41-1: the current account plus the financial
account—both equal to positive entries minus negative entries—is equal to zero.

But what determines the current account and the financial account?

Modeling the Financial Account
A country’s financial account measures its net sales of assets, such as currencies, securi-
ties, and factories, to foreigners. Those assets are exchanged for a type of capital called
financial capital, which is funds from savings that are available for investment spending.
We can thus think of the financial account as a measure of capital inflows in the form of
foreign savings that become available to finance domestic investment spending. 

What determines these capital inflows?
Part of our explanation will have to wait for a little while because some international

capital flows are created by governments and central banks, which sometimes act very
differently from private investors. But we can gain insight into the motivations for cap-
ital flows that are the result of private decisions by using the loanable funds model we de-
veloped previously. In using this model, we make two important simplifications:
■ We simplify the reality of international capital flows by assuming that all flows are

in the form of loans. In reality, capital flows take many forms, including purchases
of shares of stock in foreign companies and foreign real estate as well as foreign di-
rect investment, in which companies build factories or acquire other productive as-
sets abroad.

■ We also ignore the effects of expected changes in exchange rates, the relative values
of different national currencies. We’ll analyze the determination of exchange
rates later.

Figure 41.2 recaps the loanable funds model for a closed economy. Equilibrium corre-
sponds to point E, at an interest rate of 4%, at which the supply of loanable funds (S)
intersects the demand (D). If international capital flows are possible, this diagram
changes and E may no longer be the equilibrium. We can analyze the causes and effects
of international capital flows using Figure 41.3 on the next page, which places the
loanable funds market diagrams for two countries side by side.

Figure 41.3 illustrates a world consisting of only two countries, the United States
and Britain. Panel (a) shows the loanable funds market in the United States, where
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f i g u r e 41.2

The Loanable Funds Model
Revisited
According to the loanable funds model of the in-
terest rate, the equilibrium interest rate is deter-
mined by the intersection of the supply of
loanable funds curve, S, and the demand for
loanable funds curve, D. At point E, the equilib-
rium interest rate is 4%.

4%

0

S

D

Equilibrium
interest
rate

Quantity of loanable funds

Interest
rate

E



the equilibrium in the absence of international capital flows is at point EUS with an
interest rate of 6%. Panel (b) shows the loanable funds market in Britain, where the
equilibrium in the absence of international capital flows is at point EB with an inter-
est rate of 2%.

Will the actual interest rate in the United States remain at 6% and that in Britain
at 2%? Not if it is easy for British residents to make loans to Americans. In that case,
British lenders, attracted by high American interest rates, will send some of their
loanable funds to the United States. This capital inflow will increase the quantity of loan-
able funds supplied to American borrowers, pushing the U.S. interest rate down. At
the same time, it will reduce the quantity of loanable funds supplied to British bor-
rowers, pushing the British interest rate up. So international capital flows will nar-
row the gap between U.S. and British interest rates.

Let’s further suppose that British lenders regard a loan to an American as being
just as good as a loan to one of their own compatriots, and American borrowers regard
a debt to a British lender as no more costly than a debt to an American lender. In that
case, the flow of funds from Britain to the United States will continue until the gap
between their interest rates is eliminated. In other words, international capital flows
will equalize the interest rates in the two countries. Figure 41.4 shows an international
equilibrium in the loanable funds markets where the equilibrium interest rate is 4% in
both the United States and Britain. At this interest rate, the quantity of loanable
funds demanded by American borrowers exceeds the quantity of loanable funds sup-
plied by American lenders. This gap is filled by “imported” funds—a capital inflow
from Britain. At the same time, the quantity of loanable funds supplied by British
lenders is greater than the quantity of loanable funds demanded by British borrowers.
This excess is “exported” in the form of a capital outflow to the United States. And the
two markets are in equilibrium at a common interest rate of 4%. At that interest rate,
the total quantity of loans demanded by borrowers across the two markets is equal to the
total quantity of loans supplied by lenders across the two markets.

In short, international flows of capital are like international flows of goods and
services. Capital moves from places where it would be cheap in the absence of interna-
tional capital flows to places where it would be expensive in the absence of such flows.
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6%

0

SUS

DUS

Equilibrium
interest
rate in the 
United States

Quantity of loanable funds

Interest
rate

EUS

(a) United States (b) Britain

2%

0

SB

DB

Equilibrium
interest rate
in Britain

Quantity of loanable funds

Interest
rate

EB

Loanable Funds Markets in Two Countriesf i g u r e 41.3

Here we show two countries, the United States and Britain,
each with its own loanable funds market. The equilibrium in-
terest rate is 6% in the U.S. market but only 2% in the British

market. This creates an incentive for capital to flow from
Britain to the United States.



Underlying Determinants of International Capital Flows
The open - economy version of the loanable funds model helps us understand interna-
tional capital flows in terms of the supply and demand for funds. But what underlies
differences across countries in the supply and demand for funds? And why, in the ab-
sence of international capital flows, would interest rates differ internationally, creating
an incentive for international capital flows?

International differences in the demand for funds reflect underlying differences in
investment opportunities. In particular, a country with a rapidly growing economy,
other things equal, tends to offer more investment opportunities than a country with a
slowly growing economy. So a rapidly growing economy typically—though not always—
has a higher demand for capital and offers higher returns to investors than a slowly
growing economy in the absence of capital flows. As a result, capital tends to flow from
slowly growing to rapidly growing economies.

The classic example is the flow of capital from Britain to the United States, among
other countries, between 1870 and 1914. During that era, the U.S. economy was grow-
ing rapidly as the population increased and spread westward and as the nation indus-
trialized. This created a demand for investment spending on railroads, factories, and so
on. Meanwhile, Britain had a much more slowly growing population, was already in-
dustrialized, and already had a railroad network covering the country. This left Britain
with savings to spare, much of which were lent to the United States and other New
World economies.

International differences in the supply of funds reflect differences in savings across
countries. These may be the result of differences in private savings rates, which vary
widely among countries. For example, in 2006, private savings were 26.5% of Japan’s
GDP but only 14.8% of U.S. GDP. They may also reflect differences in savings by gov-
ernments. In particular, government budget deficits, which reduce overall national sav-
ings, can lead to capital inflows.
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DUS

International
equilibrium
interest rate

Quantity of
loanable funds

Interest
rate

EUS

(a) United States (b) Britain

0

SB

DB

Quantity of
loanable funds

Interest
rate

EB

Capital inflow to
the United States

Capital outflow
from Britain

4%

International Capital Flowsf i g u r e 41.4

British lenders lend to borrowers in the United States,
leading to equalization of interest rates at 4% in both
countries. At that rate, American borrowing exceeds 
American lending; the difference is made up by capital 

inflows to the United States. Meanwhile, British lending
exceeds British borrowing; the excess is a capital 
outflow from Britain.



418 s e c t i o n 8 T h e  O p e n  E c o n o m y :  I n t e r n a t i o n a l  Tr a d e  a n d  F i n a n c e

Two-way Capital Flows
The loanable funds model helps us understand the direction of net capital flows—the
excess of inflows into a country over outflows, or vice versa. As we saw in Table 41.2,
however, gross flows take place in both directions: for example, the United States both
sells assets to foreigners and buys assets from foreigners. Why does capital move in
both directions?

The answer to this question is that in the real world, as opposed to the simple
model we’ve just constructed, there are other motives for international capital flows
besides seeking a higher rate of interest. Individual investors often seek to diversify
against risk by buying stocks in a number of countries. Stocks in Europe may 
do well when stocks in the United States do badly, or vice versa, so investors in 
Europe try to reduce their risk by buying some U.S. stocks, even as investors 

in the United States try to reduce their risk by buying some European
stocks. The result is capital flows in both directions. Meanwhile, 
corporations often engage in international investment as part of 
their business strategy—for example, auto companies may find that
they can compete better in a national market if they assemble some 
of their cars locally. Such business investments can also lead to 
two -way capital flows, as, say, European carmakers build plants in 
the United States even as U.S. computer companies open facilities 
in Europe. 

Finally, some countries, including the United States, are international
banking centers: people from all over the world put money in U.S. finan-
cial institutions, which then invest many of those funds overseas.

The result of these two - way flows is that modern economies are typi-
cally both debtors (countries that owe money to the rest of the world)

and creditors (countries to which the rest of the world owes money). Due to years of
both capital inflows and outflows, at the end of 2008, the United States had accumu-
lated foreign assets worth $19.9 trillion and foreigners had accumulated assets in the
United States worth $23.3 trillion.

A Global Savings Glut?
In the early years of the twenty-first century, 

the United States entered into a massive current

account deficit, which meant that it became 

the recipient of huge capital inflows from 

the rest of the world, especially China, other

Asian countries, and the Middle East. Why did

that happen?

In an influential speech early in 2005, Ben

Bernanke—who was at that time a governor of

the Federal Reserve and who would soon be-

come the Fed’s chair—offered a hypothesis: the

United States wasn’t responsible. The “principal

causes of the U.S. current account deficit,” he

declared, lie “outside the country’s borders.”

Specifically, he argued that special factors had

created a “global savings glut” that had pushed

down interest rates worldwide and thereby led

to an excess of investment spending over sav-

ings in the United States.

What caused this global savings glut? Ac-

cording to Bernanke, the main cause was the

series of financial crises that began in Thailand

in 1997, ricocheted across much of Asia, and

then hit Russia in 1998, Brazil in 1999, and 

Argentina in 2002. The ensuing fear and eco-

nomic devastation led to a fall in investment

spending and a rise in savings in many rela-

tively poor countries. As a result, a number of

these countries, which had previously been the

recipients of capital inflows from developed

countries like the United States, began experi-

encing large capital outflows. For the most part,

the capital flowed to the United States, perhaps

because “the depth and sophistication of the

country’s financial markets” made it an attrac-

tive destination.

When Bernanke gave his speech, it was

viewed as reassuring: basically, he argued that

the United States was responding in a sensible

way to the availability of cheap money in world

financial markets. Later, however, it would be-

come clear that the cheap money from abroad

helped fuel a housing bubble, which caused

widespread financial and economic damage

when it burst.
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Nike, like many other companies, has
opened plants in China to take advan-
tage of low labor costs and to gain better 
access to the large Chinese market.
Here, two Chinese employees assemble
running shoes in a Nike factory in China.
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The Golden Age of Capital Flows
Technology, it’s often said, shrinks the world. Jet

planes have put most of the world’s cities within

a few hours of one another; modern telecommu-

nications transmit information instantly around

the globe. So you might think that international

capital flows must now be larger than ever.

But if capital flows are measured as a share

of world savings and investment, that belief

turns out not to be true. The golden age of capi-

tal flows actually preceded World War I—it

lasted from 1870 to 1914.

These capital flows went mainly from Euro-

pean countries, especially Britain, to what were

then known as “zones of recent settlement,”

countries that were attracting large numbers of

European immigrants. Among the big recipients

of capital inflows were Australia, Argentina,

Canada, and the United States.

The large capital flows reflected differences

in investment opportunities. Britain, a mature

industrial economy with limited natural re-

sources and a slowly growing population, of-

fered relatively limited opportunities for new

investment. The zones of recent settlement,

with rapidly growing populations and abundant

natural resources, offered investors a higher re-

turn and attracted capital inflows. Estimates

suggest that over this period Britain sent about

40% of its savings abroad, largely to finance

railroads and other large projects. No country

has matched that record in modern times.

Why can’t we match the capital flows of our

great -great -grandfathers? Economists aren’t

completely sure, but they have pointed to two

causes: migration restrictions and political risks.

During the golden age of capital flows, capital

movements were complementary to population

movements: the big recipients of capital from

Europe were also places to which large numbers

of Europeans were moving. These large -scale

population movements were possible before

World War I because there were few legal re-

strictions on immigration. In today’s world, by

contrast, migration is limited by extensive legal

barriers, as anyone considering a move to the

United States or Europe can tell you.

The other factor that has changed is political

risk. Modern governments often limit foreign in-

vestment because they fear it will diminish their

national autonomy. And due to political or secu-

rity concerns, governments sometimes seize

foreign property, a risk that deters investors

from sending more than a relatively modest

share of their wealth abroad. In the nineteenth

century such actions were rare, partly because

some major destinations of investment were

still European colonies and partly because in

those days governments had a habit of sending

troops and gunboats to enforce the claims of

their investors.
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Check Your Understanding 
1. Which of the balance of payments accounts do the following

events affect?
a. Boeing, a U.S.-based company, sells a newly built airplane 

to China.
b. Chinese investors buy stock in Boeing from Americans.

c. A Chinese company buys a used airplane from American
Airlines and ships it to China.

d. A Chinese investor who owns property in the United 
States buys a corporate jet, which he will keep in the 
United States so he can travel around America.

Solutions appear at the back of the book.

Tackle the Test: Multiple-Choice Questions
1. The current account includes which of the following?

I. payments for goods and services
II. transfer payments

III. factor income
a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

2. The balance of payments on the current account plus the
balance of payments on the financial account is equal to
a. zero.
b. one.
c. the trade balance.
d. net capital flows.
e. the size of the trade deficit.
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3. The financial account was previously known as the
a. gross national product.
b. capital account.
c. trade deficit.
d. investment account.
e. trade balance. 

4. The trade balance includes which of the following?
I. imports and exports of goods

II. imports and exports of services
III. net capital flows

a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

5. Which of the following will increase the demand for loanable
funds in a country?
a. economic growth
b. decreased investment opportunities
c. a recession
d. decreased private savings rates
e. government budget surpluses

Tackle the Test: Free-Response Questions
1. a. How would a decrease in real income in the United States

affect the U.S. current account balance? Explain.
b. Suppose China decides that it needs a huge program of

infrastructure spending, which it will finance by borrowing.
How will this program affect the U.S. balance of payments?
Explain.

Answer (4 points)

1 point: The current account balance will increase (or move toward a surplus).

1 point: The decrease in income will cause imports to decrease.

1 point: The increase in infrastructure spending in China will reduce the surplus
in the U.S. financial account and reduce the deficit in the U.S. current account.

1 point: Because China is financing the program by borrowing, it is likely 
that other countries will increase their lending to China, decreasing their 
lending to the United States. These capital outflows from the United States will
reduce the U.S. surplus in the financial account and reduce the deficit in the
current account.

2. Use two correctly labeled side-by-side graphs of the loanable
funds market in the United States and China to show how a
higher interest rate in the United States will lead to capital
flows between the two countries. On your graphs, be sure to
label the starting and ending interest rates and the size of the
capital inflows and outflows.



What you will learn 
in this Module:
• The role of the foreign

exchange market and the

exchange rate

• The importance of real

exchange rates and their role

in the current account
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Module 42
The Foreign 
Exchange Market

The Role of the Exchange Rate
We’ve just seen how differences in the supply of loanable funds from savings and the
demand for loanable funds for investment spending lead to international capital flows.
We’ve also learned that a country’s balance of payments on the current account plus its
balance of payments on the financial account add up to zero: a country that receives
net capital inflows must run a matching current account deficit, and a country that
generates net capital outflows must run a matching current account surplus.

The behavior of the financial account—reflecting inflows or outflows of capital—is best
described as equilibrium in the international loanable funds market. At the same time, the
balance of payments on goods and services, the main component of the current account,
is determined by decisions in the international markets for goods and services. So given
that the financial account reflects the movement of capital and the current account re-
flects the movement of goods and services, what ensures that the balance of payments 
really does balance? That is, what ensures that the two accounts actually offset each other?

The answer lies in the role of the exchange rate, which is determined in the foreign ex-
change market.

Understanding Exchange Rates
In general, goods, services, and assets produced in a country must be paid for in that
country’s currency. American products must be paid for in dollars; European products
must be paid for in euros; Japanese products must be paid for in yen. Occasionally, sell-
ers will accept payment in foreign currency, but they will then exchange that currency
for domestic money.

International transactions, then, require a market—the foreign exchange market—
in which currencies can be exchanged for each other. This market determines ex-
change rates, the prices at which currencies trade. (The foreign exchange market is, in
fact, not located in any one geographic spot. Rather, it is a global electronic market that
traders around the world use to buy and sell currencies.)

Currencies are traded in the foreign

exchange market.

The prices at which currencies trade are

known as exchange rates.
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Table 42.1 shows exchange rates among the world’s three most
important currencies as of 9:40 A.M., EST, on April 30, 2010. Each
entry shows the price of the “row” currency in terms of 
the “column” currency. For example, at that time US$1 exchanged
for €0.7479, so it took €0.7479 to buy US$1. Similarly, it took
US$1.3371 to buy €1. These two numbers reflect the same rate of
exchange between the euro and the U.S. dollar: 1/1.3371 = €0.7479.

There are two ways to write any given exchange rate. In this case,
there were €0.7479 to US$1 and US$1.3371 to €1. Which is the cor-
rect way to write it? The answer is that there is no fixed rule. In most
countries, people tend to express the exchange rate as the price of a
dollar in domestic currency. However, this rule isn’t universal, and
the U.S. dollar–euro rate is commonly quoted both ways. The impor-
tant thing is to be sure you know which one you are using! 

When discussing movements in exchange rates, economists use specialized terms to
avoid confusion. When a currency becomes more valuable in terms of other currencies,
economists say that the currency appreciates. When a currency becomes less valuable
in terms of other currencies, it depreciates. Suppose, for example, that the value of €1
went from $1 to $1.25, which means that the value of US$1 went from €1 to €0.80 (be-
cause 1/1.25 = 0.80). In this case, we would say that the euro appreciated and the U.S.
dollar depreciated.

Movements in exchange rates, other things equal, affect the relative prices of goods,
services, and assets in different countries. Suppose, for example, that the price of an
American hotel room is US$100 and the price of a French hotel room is €100. If the ex-
change rate is €1 = US$1, these hotel rooms have the same price. If the exchange rate is
€1.25 = US$1, the French hotel room is 20% cheaper than the American hotel room. If
the exchange rate is €0.80 = US$1, the French hotel room is 25% more expensive than
the American hotel room.

But what determines exchange rates? Supply and demand in the foreign ex-
change market.

The Equilibrium Exchange Rate
Imagine, for the sake of simplicity, that there are only two currencies in the world: U.S.
dollars and euros. Europeans who want to purchase American goods, services, and as-
sets come to the foreign exchange market to exchange euros for U.S. dollars. That is,
Europeans demand U.S. dollars from the foreign exchange market and, correspond-
ingly, supply euros to that market. Americans who want to buy European goods, serv-
ices, and assets come to the foreign exchange market to exchange U.S. dollars for euros.
That is, Americans supply U.S. dollars to the foreign exchange market and, correspond-
ingly, demand euros from that market. (International transfers and payments of factor
income also enter into the foreign exchange market, but to make things simple, we’ll
ignore these.)

Figure 42.1 shows how the foreign exchange market works. The quantity of dollars
demanded and supplied at any given euro–U.S. dollar exchange rate is shown on the
horizontal axis, and the euro–U.S. dollar exchange rate is shown on the vertical axis.
The exchange rate plays the same role as the price of a good or service in an ordinary
supply and demand diagram.

The figure shows two curves, the demand curve for U.S. dollars and the supply curve
for U.S. dollars. The key to understanding the slopes of these curves is that the level of
the exchange rate affects exports and imports. When a country’s currency appreciates
(becomes more valuable), exports fall and imports rise. When a country’s currency de-
preciates (becomes less valuable), exports rise and imports fall. To understand why the
demand curve for U.S. dollars slopes downward, recall that the exchange rate, other
things equal, determines the prices of American goods, services, and assets relative to
those of European goods, services, and assets. If the U.S. dollar rises against the euro

Exchange Rates, April 30, 2010, 9:40 A.M.

U.S. dollars Yen Euros

One U.S. dollar 1 94.20 0.7479
exchanged for

One yen 0.010616 1 0.00796
exchanged for

One euro 1.3371 125.6 1
exchanged for

t a b l e 42.1

When a currency becomes more valuable in

terms of other currencies, it appreciates.

When a currency becomes less valuable in

terms of other currencies, it depreciates.
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(the dollar appreciates), American products will become more expensive to Europeans
relative to European products. So Europeans will buy less from the United States and
will acquire fewer dollars in the foreign exchange market: the quantity of U.S. dollars
demanded falls as the number of euros needed to buy a U.S. dollar rises. If the U.S. dol-
lar falls against the euro (the dollar depreciates), American products will become rela-
tively cheaper for Europeans. Europeans will respond by buying more from the United
States and acquiring more dollars in the foreign exchange market: the quantity of U.S.
dollars demanded rises as the number of euros needed to buy a U.S. dollar falls.

A similar argument explains why the supply curve of U.S. dollars in Figure 42.1
slopes upward: the more euros required to buy a U.S. dollar, the more dollars Ameri-
cans will supply. Again, the reason is the effect of the exchange rate on relative prices. If
the U.S. dollar rises against the euro, European products look cheaper to Americans—
who will demand more of them. This will require Americans to convert more dollars
into euros.

The equilibrium exchange rate is the exchange rate at which the quantity of U.S.
dollars demanded in the foreign exchange market is equal to the quantity of U.S. dol-
lars supplied. In Figure 42.1, the equilibrium is at point E, and the equilibrium ex-
change rate is 0.95. That is, at an exchange rate of €0.95 per US$1, the quantity of U.S.
dollars supplied to the foreign exchange market is equal to the quantity of U.S. dollars
demanded.

To understand the significance of the equilibrium exchange rate, it’s helpful to con-
sider a numerical example of what equilibrium in the foreign exchange market looks
like. Such an example is shown in Table 42.2 on the next page. (This is a hypothetical
table that isn’t intended to match real numbers.) The first row shows European pur-
chases of U.S. dollars, either to buy U.S. goods and services or to buy U.S. assets such as
real estate or shares of stock in U.S. companies. The second row shows U.S. sales of U.S.
dollars, either to buy European goods and services or to buy European assets. At the
equilibrium exchange rate, the total quantity of U.S. dollars Europeans want to buy is
equal to the total quantity of U.S. dollars Americans want to sell.

Remember that the balance of payments accounts divide international transac-
tions into two types. Purchases and sales of goods and services are counted in the cur-
rent account. (Again, we’re leaving out transfers and factor income to keep things

f i g u r e 42.1

The Foreign Exchange
Market
The foreign exchange market matches up the
demand for a currency from foreigners who
want to buy domestic goods, services, and
assets with the supply of a currency from do-
mestic residents who want to buy foreign
goods, services, and assets. Here the equilib-
rium in the market for dollars is at point E,
corresponding to an equilibrium exchange
rate of €0.95 per US$1.

Exchange rate
(euros per
U.S. dollar)

E

Supply of 
U.S. dollars

Demand for 
U.S. dollars

€0.95

0 Quantity of U.S. dollars

Equilibrium
exchange 
rate

Equilibrium in the
market for U.S. dollars

The equilibrium exchange rate is the

exchange rate at which the quantity of a

currency demanded in the foreign exchange

market is equal to the quantity supplied.



simple.) Purchases and sales of assets are counted in the financial account. At the
equilibrium exchange rate, then, we have the situation shown in Table 42.2: the sum
of the balance of payments on the current account plus the balance of payments on
the financial account is zero.

Now let’s briefly consider how a shift in the demand for U.S. dollars affects equilib-
rium in the foreign exchange market. Suppose that for some reason capital flows from
Europe to the United States increase—say, due to a change in the preferences of Euro-
pean investors. The effects are shown in Figure 42.2. The demand for U.S. dollars in the
foreign exchange market increases as European investors convert euros into dollars to
fund their new investments in the United States. This is shown by the shift of the de-
mand curve from D1 to D2. As a result, the U.S. dollar appreciates: the number of euros
per U.S. dollar at the equilibrium exchange rate rises from XR1 to XR2.

What are the consequences of this increased capital inflow for the balance of pay-
ments? The total quantity of U.S. dollars supplied to the foreign exchange market
still must equal the total quantity of U.S. dollars demanded. So the increased capital
inflow to the United States—an increase in the balance of payments on the financial
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Equilibrium in the Foreign Exchange Market: A Hypothetical Example

European purchases To buy U.S. goods To buy U.S. assets: Total purchases 
of U.S. dollars and services: 1.0 of U.S. dollars:
(trillions of U.S. 1.0 2.0
dollars)

U.S. sales of U.S. To buy European To buy European Total sales 
dollars (trillions of goods and services: assets: of U.S. dollars:
U.S. dollars) 1.5 0.5 2.0

U.S. balance of U.S. balance of 
payments on the payments on the 
current account: financial account:
�0.5 �0.5

t a b l e 42.2

f i g u r e 42.2

An Increase in the Demand
for U.S. Dollars
An increase in the demand for U.S. dollars
might result from a change in the preferences
of European investors. The demand curve for
U.S. dollars shifts from D1 to D2. So the equi-
librium number of euros per U.S. dollar
rises—the dollar appreciates. As a result, the
balance of payments on the current account
falls as the balance of payments on the finan-
cial account rises.

Exchange rate
(euros per
U.S. dollar)

E2

E1

Supply of 
U.S. dollars

D1

D2

XR1

XR2

Quantity of U.S. dollars

2. …leads to an
appreciation of
the U.S. dollar.

1. An increase in
the demand for
U.S. dollars…



account—must be matched by a decline in the balance of payments on the current ac-
count. What causes the balance of payments on the current account to decline? The
appreciation of the U.S. dollar. A rise in the number of euros per U.S. dollar leads
Americans to buy more European goods and services and Europeans to buy fewer
American goods and services.

Table 42.3 shows how this might work. Europeans are buying more U.S. assets, in-
creasing the balance of payments on the financial account from 0.5 to 1.0. This is offset
by a reduction in European purchases of U.S. goods and services and a rise in U.S. pur-
chases of European goods and services, both the result of the dollar’s appreciation. So any
change in the U.S. balance of payments on the financial account generates an equal and opposite reac-
tion in the balance of payments on the current account. Movements in the exchange rate ensure
that changes in the financial account and in the current account offset each other.
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Effects of Increased Capital Inflows

European purchases To buy U.S. goods To buy U.S. assets: Total purchases 
of U.S. dollars and services: 0.75 1.5 (up 0.5) of U.S. dollars:
(trillions of U.S. (down 0.25) 2.25
dollars)

U.S. sales of U.S. To buy European To buy European Total sales 
dollars (trillions of goods and services: assets: 0.5 of U.S. dollars:
U.S. dollars) 1.75 (up 0.25) (no change) 2.25

U.S. balance of U.S. balance of 
payments on the payments on the
current account: financial account:
�1.0 (down 0.5) �1.0 (up 0.5)

t a b l e 42.3

Let’s briefly run this process in reverse. Suppose there is a reduction in capital flows
from Europe to the United States—again due to a change in the preferences of European
investors. The demand for U.S. dollars in the foreign exchange market falls, and the dol-
lar depreciates: the number of euros per U.S. dollar at the equilibrium exchange rate
falls. This leads Americans to buy fewer European products and Europeans to buy more
American products. Ultimately, this generates an increase in the U.S. balance of pay-
ments on the current account. So a fall in capital flows into the United States leads to a
weaker dollar, which in turn generates an increase in U.S. net exports.

Inflation and Real Exchange Rates
In 1990, one U.S. dollar exchanged, on average, for 2.8 Mexican
pesos. By 2010, the peso had fallen against the dollar by more than
75%, with an average exchange rate in early 2010 of 12.8 pesos per
dollar. Did Mexican products also become much cheaper relative
to U.S. products over that 20-year period? Did the price of Mexi-
can products expressed in terms of U.S. dollars also fall by more
than 75%? The answer is no because Mexico had much higher in-
flation than the United States over that period. In fact, the relative
price of U.S. and Mexican products changed little between 1990
and 2010, although the exchange rate changed a lot.

To take account of the effects of differences in inflation rates,
economists calculate real exchange rates, exchange rates adjusted for international
differences in aggregate price levels. Suppose that the exchange rate we are 
looking at is the number of Mexican pesos per U.S. dollar. Let PUS and PMex be
indexes of the aggregate price levels in the United States and Mexico, respectively.

Real exchange rates are exchange rates

adjusted for international differences in

aggregate price levels. 

The exchange rates listed at currency 
exchange booths are nominal exchange
rates. The current account responds 
only to changes in real exchange rates,
which have been adjusted for differing
levels of inflation.
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Then the real exchange rate between the Mexican peso and the U.S. dollar is 
defined as:

(42-1) Real exchange rate = Mexican pesos per U.S. dollar × 

To distinguish it from the real exchange rate, the exchange rate unadjusted for aggre-
gate price levels is sometimes called the nominal exchange rate.

To understand the significance of the difference between the real and nominal
exchange rates, let’s consider the following example. Suppose that the Mexican peso
depreciates against the U.S. dollar, with the exchange rate going from 10 pesos per
U.S. dollar to 15 pesos per U.S. dollar, a 50% change. But suppose that at the same
time the price of everything in Mexico, measured in pesos, increases by 50%, so that
the Mexican price index rises from 100 to 150. We’ll assume that there is no change
in U.S. prices, so that the U.S. price index remains at 100. The initial real exchange
rate is:

Pesos per dollar × = 10 × = 10

After the peso depreciates and the Mexican price level increases, the real exchange rate is:

Pesos per dollar × = 15 × = 10

In this example, the peso has depreciated substantially in terms of the U.S. dollar,
but the real exchange rate between the peso and the U.S. dollar hasn’t changed at all.
And because the real peso–U.S. dollar exchange rate hasn’t changed, the nominal de-
preciation of the peso against the U.S. dollar will have no effect either on the quan-
tity of goods and services exported by Mexico to the United States or on the
quantity of goods and services imported by Mexico from the United States. To 
see why, consider again the example of a hotel room. Suppose that this room ini-
tially costs 1,000 pesos per night, which is $100 at an exchange rate of 10 pesos per

dollar. After both Mexican prices and the number of
pesos per dollar rise by 50%, the hotel room costs
1,500 pesos per night—but 1,500 pesos divided by
15 pesos per dollar is $100, so the Mexican hotel
room still costs $100. As a result, a U.S. tourist
considering a trip to Mexico will have no reason
to change plans.

The same is true for all goods and services that
enter into trade: the current account responds only to changes in

the real exchange rate, not the nominal exchange rate. A country’s products
become cheaper to foreigners only when that country’s currency depreciates in

real terms, and those products become more expensive to foreigners only when the cur-
rency appreciates in real terms. As a consequence, economists who analyze movements
in exports and imports of goods and services focus on the real exchange rate, not the
nominal exchange rate.

Figure 42.3 illustrates just how important it can be to distinguish between nominal
and real exchange rates. The line labeled “Nominal exchange rate” shows the number
of pesos it took to buy a U.S. dollar from 1990 to 2009. As you can see, the peso depre-
ciated massively over that period. But the line labeled “Real exchange rate” shows the
real exchange rate: it was calculated using Equation 42.1, with price indexes for both
Mexico and the United States set so that the value in 1990 was 100. In real terms, the

PUS

PMex

100
100

PUS

PMex

PUS

PMex

100
150
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f i g u r e 42.3

Real versus Nominal
Exchange Rates, 
1990–2009
Between 1990 and 2009, the price of 
a dollar in Mexican pesos increased
dramatically. But because Mexico 
had higher inflation than the United
States, the real exchange rate, which
measures the relative price of Mexican
goods and services, ended up roughly
where it started.
Source: OECD.
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Nominal exchange rate

Real exchange rate

peso depreciated between 1994 and 1995, and again in 2008, but not by nearly as much
as the nominal depreciation. By 2009, the real peso–U.S. dollar exchange rate was just
about back where it started.

Purchasing Power Parity
A useful tool for analyzing exchange rates, closely connected to the concept of the real
exchange rate, is known as purchasing power parity. The purchasing power parity be-
tween two countries’ currencies is the nominal exchange rate at which a given basket
of goods and services would cost the same amount in each country. Suppose, for ex-
ample, that a basket of goods and services that costs $100 in the United States costs
1,000 pesos in Mexico. Then the purchasing power parity is 10 pesos per U.S. dollar: at
that exchange rate, 1,000 pesos = $100, so the market basket costs the same amount in
both countries.

Calculations of purchasing power parities are usually made by estimating 
the cost of buying broad market baskets containing many goods and services—
everything from automobiles and groceries to housing and telephone calls. But
once a year the magazine The Economist publishes a list of purchasing power parities
based on the cost of buying a market basket that contains only one item—a McDonald’s
Big Mac.

Nominal exchange rates almost always differ from purchasing power parities.
Some of these differences are systematic: in general, aggregate price levels are lower in
poor countries than in rich countries because services tend to be cheaper in poor
countries. But even among countries at roughly the same level of economic develop-
ment, nominal exchange rates vary quite a lot from purchasing power parity. Figure
42.4 shows the nominal exchange rate between the Canadian dollar and the U.S. dol-
lar, measured as the number of Canadian dollars per U.S. dollar, from 1990 to 2008,
together with an estimate of the purchasing power parity exchange rate between the
United States and Canada over the same period. The purchasing power parity didn’t
change much over the whole period because the United States and Canada had about
the same rate of inflation. But at the beginning of the period the nominal exchange
rate was below purchasing power parity, so a given market basket was more expensive
in Canada than in the United States. By 2002, the nominal exchange rate was far
above the purchasing power parity, so a market basket was much cheaper in Canada
than in the United States.

The purchasing power parity between

two countries’ currencies is the nominal

exchange rate at which a given basket of

goods and services would cost the same

amount in each country.



Over the long run, however, purchasing power parities are pretty good at predicting
actual changes in nominal exchange rates. In particular, nominal exchange rates be-
tween countries at similar levels of economic development tend to fluctuate around
levels that lead to similar costs for a given market basket. In fact, by July 2005, the nom-
inal exchange rate between the United States and Canada was C$1.22 per US$1—just
about the purchasing power parity. And by 2008, the cost of living was once again
higher in Canada than in the United States.
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Purchasing Power Parity
versus the Nominal
Exchange Rate, 
1990–2008
The purchasing power parity between
the United States and Canada—the 
exchange rate at which a basket of
goods and services would have cost 
the same amount in both countries—
changed very little over the period
shown, staying near C$1.20 per US$1.
But the nominal exchange rate fluctu-
ated widely.
Source: OECD.
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Burgernomics
For a number of years the British magazine The
Economist has produced an annual comparison

of the cost in different countries of one particu-

lar consumption item that is found around the

world—a McDonald’s Big Mac. The magazine

finds the price of a Big Mac in local currency,

then computes two numbers: the price of a Big

Mac in U.S. dollars using the prevailing ex-

change rate, and the exchange rate at which

the price of a Big Mac would equal the U.S.

price. If purchasing power parity held for Big

Macs, the dollar price of a Big Mac would be the

same everywhere. If purchasing power parity is

a good theory for the long run, the exchange

rate at which a Big Mac’s price matches the

U.S. price should offer some guidance about

where the exchange rate will eventually end up.

In the July 2009 version of the Big Mac

index, there were some wide variations in the

dollar price of a Big Mac. In the U.S., the price

was $3.57. In China, converting at the official

fy i
exchange rate, a Big Mac cost only $1.83. In

Switzerland, though, the price was $5.98.

The Big Mac index suggested that the 

euro would eventually fall against the dollar: 

a Big Mac on average cost €3.31, so that 

the purchasing power parity was $1.08 per 

€1 versus an actual market exchange rate 

of $1.39.

Serious economic studies of purchasing

power parity require data on the prices of many

goods and services. It turns out, however, that

estimates of purchasing power parity based on

the Big Mac index usually aren’t that different

from more elaborate measures. Fast food

seems to make for pretty good fast research.
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Low -Cost America
Does the exchange rate matter for business de-

cisions? And how. Consider what European auto

manufacturers were doing in 2008. One report

from the University of Iowa summarized the sit-

uation as follows:

While luxury German carmakers BMW and

Mercedes have maintained plants in the Ameri-

can South since the 1990s, BMW aims to ex-

pand U.S. manufacturing in South Carolina by

50% during the next five years. Volvo of Sweden

is in negotiations to build a plant in New Mexico.

Analysts at Italian carmaker Fiat determined

that it needs to build a North American factory

to profit from the upcoming re -launch of its Alfa

Romeo model. Tennessee recently closed a deal

with Volkswagen to build a $1 billion factory by

offering $577 million in incentives.

Why were European automakers flocking to

America? To some extent because they were

being offered special incentives, as the case of

Volkswagen in Tennessee illustrates. But the big

factor was the exchange rate. In the early 2000s,

one euro was, on average, worth less than a dol-

lar; by the summer of 2008 the exchange rate

was around €1 = $1.50. This change in the ex-

change rate made it substantially cheaper for

European car manufacturers to produce in 

the United States than at home—especially if

the cars were intended for the U.S. market.

Automobile manufacturing wasn’t the only

U.S. industry benefiting from the weak dollar;

across the board, U.S. exports surged after

2006 while import growth fell off. The figure

shows one measure of U.S. trade performance,

fy i

$100

0

–100

–200

–300

–400

–500

–600

–700

Net exports
(billions of

2000 dollars)

Year
19

60
19

47
19

70
19

80
19

90
20

00
20

08

real net exports of goods and services: exports

minus imports, both measured in 2000 dollars.

As you can see, this balance, after a long slide,

turned sharply upward in 2006.

The positive effects of the weak dollar on net

exports were good news for the U.S. economy.

The collapse of the housing bubble after 2006

was a big drag on aggregate demand; rising net

exports were a welcome offsetting boost.

M o d u l e 42 AP R e v i e w

Check Your Understanding 
1. Suppose Mexico discovers huge reserves of oil and starts

exporting oil to the United States. Describe how this would
affect the following:
a. the nominal peso–U.S. dollar exchange rate
b. Mexican exports of other goods and services
c. Mexican imports of goods and services

2. Suppose a basket of goods and services that costs $100 in the
United States costs 800 pesos in Mexico and the current
nominal exchange rate is 10 pesos per U.S. dollar. Over the next
five years, the cost of that market basket rises to $120 in the
United States and to 1,200 pesos in Mexico, although the
nominal exchange rate remains at 10 pesos per U.S. dollar.
Calculate the following:
a. the real exchange rate now and five years from now, if

today’s price index in both countries is 100
b. purchasing power parity today and five years from now

Solutions appear at the back of the book.
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Tackle the Test: Multiple-Choice Questions
1. When the U.S. dollar buys more Japanese yen, the U.S. dollar has

I. become more valuable in terms of the yen.
II. appreciated.

III. depreciated
a. I only
b. II only
c. III only
d. I and II only
e. I and III only

2. The nominal exchange rate at which a given basket of goods
and services would cost the same in each country describes
a. the international consumer price index (ICPI).
b. appreciation.
c. depreciation.
d. purchasing power parity.
e. the balance of payments on the current account.

3. What happens to the real exchange rate between the euro and
the U.S. dollar (expressed as euros per dollar) if the aggregate
price levels in Europe and the United States both fall? It
a. is unaffected.
b. increases.
c. decreases.
d. may increase, decrease, or stay the same.
e. cannot be calculated.

4. Which of the following would cause the real exchange rate
between pesos and U.S. dollars (in terms of pesos per dollar) to
decrease?
a. an increase in net capital flows from Mexico to the United

States
b. an increase in the real interest rate in Mexico relative to the

United States
c. a doubling of prices in both Mexico and the United States
d. a decrease in oil exports from Mexico to the United States
e. an increase in the balance of payments on the current

account in the United States

5. Which of the following will decrease the supply of U.S. dollars
in the foreign exchange market?
a. U.S. residents increase their travel abroad.
b. U.S. consumers demand fewer imports.
c. Foreigners increase their demand for U.S. goods.
d. Foreigners increase their travel to the United States.
e. Foreign investors see increased investment opportunities in

the United States.

Tackle the Test: Free-Response Questions

1 point: The axes are labeled “Exchange rate (yen per U.S. dollar)” and
“Quantity of U.S. dollars”.

1 point: The supply of U.S. dollars is labeled and slopes upward.

1 point: The demand for U.S. dollars is labeled and slopes downward.

1 point: The initial equilibrium exchange rate is found at the intersection of
the initial supply and demand curves and is shown on the vertical axis.

1 point: The new demand for U.S. dollars is to the left of the initial demand.

1 point: The new equilibrium exchange rate is found where the initial supply
curve and new demand curve intersect and is shown on the vertical axis.

1 point: The U.S. dollar has depreciated.

2. Use a correctly labeled graph of the foreign exchange market
between the U.S. and Europe to illustrate what would happen
to the value of the U.S. dollar if there were an increase in the
U.S. demand for imports from Europe.

1. Draw a correctly labeled graph of the foreign exchange market
showing the effect on the equilibrium exchange rate between
the U.S. and Japan (the number of yen per U.S. dollar) if
capital flows from Japan to the United States decrease due to
a change in the preferences of Japanese investors. Has the U.S.
dollar appreciated or depreciated?

Answer (7 points)

Exchange rate
(yen per

U.S. dollar)

E1

E2

Supply of 
U.S. dollars

D2

D1

XR2

XR1

Quantity of U.S. dollars



What you will learn 
in this Module:
• The difference between fixed

exchange rates and floating

exchange rates

• Considerations that lead

countries to choose different

exchange rate regimes.
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Module 43
Exchange Rate Policy

Exchange Rate Policy
The nominal exchange rate, like other prices, is determined by supply and demand. Un-
like the price of wheat or oil, however, the exchange rate is the price of a country’s
money (in terms of another country’s money). Money isn’t a good or service produced
by the private sector; it’s an asset whose quantity is determined by government policy.
As a result, governments have much more power to influence nominal exchange rates
than they have to influence ordinary prices.

The nominal exchange rate is a very important price for many countries: the ex-
change rate determines the price of imports; it determines the price of exports; in
economies where exports and imports are large relative to GDP, movements in the ex-
change rate can have major effects on aggregate output and the aggregate price level.
What do governments do with their power to influence this important price?

The answer is, it depends. At different times and in different places, governments
have adopted a variety of exchange rate regimes. Let’s talk about these regimes, how they
are enforced, and how governments choose a regime. (From now on, we’ll adopt the con-
vention that we mean the nominal exchange rate when we refer to the exchange rate.)

Exchange Rate Regimes
An exchange rate regime is a rule governing policy toward the exchange rate. There
are two main kinds of exchange rate regimes. A country has a fixed exchange rate
when the government keeps the exchange rate against some other currency at or near a
particular target. For example, Hong Kong has an official policy of setting an exchange
rate of HK$7.80 per US$1. A country has a floating exchange rate when the govern-
ment lets the exchange rate go wherever the market takes it. This is the policy followed
by Britain, Canada, and the United States.

Fixed exchange rates and floating exchange rates aren’t the only possibilities. At var-
ious times, countries have adopted compromise policies that lie somewhere between
fixed and floating exchange rates. These include exchange rates that are fixed at any
given time but are adjusted frequently, exchange rates that aren’t fixed but are “man-
aged” by the government to avoid wide swings, and exchange rates that float within a
“target zone” but are prevented from leaving that zone. In this book, however, we’ll
focus on the two main exchange rate regimes.

An exchange rate regime is a rule

governing policy toward the exchange rate.

A country has a fixed exchange rate when

the government keeps the exchange rate

against some other currency at or near a

particular target.

A country has a floating exchange rate

when the government lets the exchange rate

go wherever the market takes it.



The immediate question about a fixed exchange rate is how it is possible for gov-
ernments to fix the exchange rate when the exchange rate is determined by supply
and demand.

How Can an Exchange Rate Be Held Fixed?
To understand how it is possible for a country to fix its exchange rate, let’s consider a
hypothetical country, Genovia, which for some reason has decided to fix the value of its
currency, the geno, at US$1.50.

The obvious problem is that $1.50 may not be the equilibrium exchange rate in the
foreign exchange market: the equilibrium rate may be either higher or lower than the
target exchange rate. Figure 43.1 shows the foreign exchange market for genos, with
the quantities of genos supplied and demanded on the horizontal axis and the ex-
change rate of the geno, measured in U.S. dollars per geno, on the vertical axis. Panel (a)
shows the case in which the equilibrium value of the geno is below the target exchange
rate. Panel (b) shows the case in which the equilibrium value of the geno is above the
target exchange rate.

Consider first the case in which the equilibrium value of the geno is below the target
exchange rate. As panel (a) shows, at the target exchange rate there is a surplus of genos
in the foreign exchange market, which would normally push the value of the geno
down. How can the Genovian government support the value of the geno to keep the
rate where it wants? There are three possible answers, all of which have been used by
governments at some point.

One way the Genovian government can support the geno is to “soak up” the surplus
of genos by buying its own currency in the foreign exchange market. Government pur-
chases or sales of currency in the foreign exchange market are called exchange market
intervention. To buy genos in the foreign exchange market, of course, the Genovian
government must have U.S. dollars to exchange for genos. In fact, most countries
maintain foreign exchange reserves, stocks of foreign currency (usually U.S. dollars
or euros) that they can use to buy their own currency to support its price.
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(b) Fixing an Exchange Rate 
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Shortage at exchange rate
of US$1.50 per geno

Exchange Market Interventionf i g u r e 43.1

In both panels, the imaginary country of Genovia is trying to keep
the value of its currency, the geno, fixed at US$1.50. In panel (a),
there is a surplus of genos on the foreign exchange market. To keep
the geno from falling, the Genovian government can buy genos and

sell U.S. dollars. In panel (b), there is a shortage of genos. To keep
the geno from rising, the Genovian government can sell genos and
buy U.S. dollars.

Government purchases or sales of currency in

the foreign exchange market constitute

exchange market intervention.

Foreign exchange reserves are stocks of

foreign currency that governments maintain

to buy their own currency on the foreign

exchange market.



We mentioned earlier that an important part of international capital flows is the
result of purchases and sales of foreign assets by governments and central banks.
Now we can see why governments sell foreign assets: they are supporting their cur-
rency through exchange market intervention. As we’ll see in a moment, governments
that keep the value of their currency down through exchange market intervention
must buy foreign assets. First, however, let’s talk about the other ways governments
fix exchange rates.

A second way for the Genovian government to support the geno is to try to shift the
supply and demand curves for the geno in the foreign exchange market. Governments
usually do this by changing monetary policy. For example, to support the geno, the
Genovian central bank can raise the Genovian interest rate. This will increase capital
flows into Genovia, increasing the demand for genos, at the same time that it reduces
capital flows out of Genovia, reducing the supply of genos. So, other things equal, an
increase in a country’s interest rate will increase the value of its currency.

Third, the Genovian government can support the geno by reducing the supply of
genos to the foreign exchange market. It can do this by requiring domestic residents
who want to buy foreign currency to get a license and giving these licenses only to peo-
ple engaging in approved transactions (such as the purchase of imported goods the
Genovian government thinks are essential). Licensing systems that limit the right of in-
dividuals to buy foreign currency are called foreign exchange controls. Other things
equal, foreign exchange controls increase the value of a country’s currency.

So far we’ve been discussing a situation in which the government is trying to prevent
a depreciation of the geno. Suppose, instead, that the situation is as shown in panel (b)
of Figure 43.1, where the equilibrium value of the geno is above the target exchange rate
and there is a shortage of genos. To maintain the target exchange rate, the Genovian
government can apply the same three basic options in the reverse direction. It can in-
tervene in the foreign exchange market, in this case selling genos and acquiring U.S. dol-
lars, which it can add to its foreign exchange reserves. It can reduce interest rates to
increase the supply of genos and reduce the demand. Or it can impose foreign ex-
change controls that limit the ability of foreigners to buy genos. All of these actions,
other things equal, will reduce the value of the geno.

As we said, all three techniques have been used to manage fixed exchange rates. But
we haven’t said whether fixing the exchange rate is a good idea. In fact, the choice of 
exchange rate regime poses a dilemma for policy makers because fixed and floating ex-
change rates each have both advantages and disadvantages.

The Exchange Rate Regime Dilemma
Few questions in macroeconomics produce as many arguments as that of whether a
country should adopt a fixed or a floating exchange rate. The reason there are so many
arguments is that both sides have a case.

To understand the case for a fixed exchange rate, consider for a
moment how easy it is to conduct business across state lines in the
United States. There are a number of things that make interstate
commerce trouble - free, but one of them is the absence of any uncer-
tainty about the value of money: a dollar is a dollar, in both New
York City and Los Angeles.

By contrast, a dollar isn’t a dollar in transactions between 
New York City and Toronto. The exchange rate between the Cana-
dian dollar and the U.S. dollar fluctuates, sometimes widely. If 
a U.S. firm promises to pay a Canadian firm a given number of
U.S. dollars a year from now, the value of that promise in Cana-
dian currency can vary by 10% or more. This uncertainty has 
the effect of deterring trade between the two countries. So one
benefit of a fixed exchange rate is certainty about the future value
of a currency.
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Foreign exchange controls are

licensing systems that limit the right of

individuals to buy foreign currency.

Once you cross the border into Canada, a
dollar is no longer worth a dollar.
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There is also, in some cases, an additional benefit to adopting a fixed exchange rate:
by committing itself to a fixed rate, a country is also committing itself not to engage in
inflationary policies because such policies would destabilize the exchange rate. For ex-
ample, in 1991, Argentina, which has a long history of irresponsible policies leading to
severe inflation, adopted a fixed exchange rate of US$1 per Argentine peso in an at-
tempt to commit itself to non-inflationary policies in the future. (Argentina’s fixed ex-
change rate regime collapsed disastrously in late 2001. But that’s another story.)

The point is that there is some economic value in having a stable exchange rate. In-
deed, the presumed benefits of stable exchange rates motivated the international sys-
tem of fixed exchange rates created after World War II. It was also a major reason for
the creation of the euro.

However, there are also costs to fixing the exchange rate. To stabilize an exchange
rate through intervention, a country must keep large quantities of foreign currency on
hand, and that currency is usually a low - return investment. Furthermore, even large re-
serves can be quickly exhausted when there are large capital flows out of a country. If a
country chooses to stabilize an exchange rate by adjusting monetary policy rather than
through intervention, it must divert monetary policy from other goals, notably stabi-
lizing the economy and managing the inflation rate. Finally, foreign exchange controls,
like import quotas and tariffs, distort incentives for importing and exporting goods
and services. They can also create substantial costs in terms of red tape and corruption.

So there’s a dilemma. Should a country let its currency float, which leaves monetary
policy available for macroeconomic stabilization but creates uncertainty for everyone
affected by trade? Or should it fix the exchange rate, which eliminates the uncertainty
but means giving up monetary policy, adopting exchange controls, or both? Different
countries reach different conclusions at different times. Most European countries, ex-
cept for Britain, have long believed that exchange rates among major European
economies, which do most of their international trade with each other, should be fixed.
But Canada seems happy with a floating exchange rate with the United States, even
though the United States accounts for most of Canada’s trade.

In the next module we’ll consider macroeconomic policy under each type of ex-
change rate regime.
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China Pegs the Yuan
In the early years of the twenty -first century,

China provided a striking example of the lengths

to which countries sometimes go to maintain a

fixed exchange rate. Here’s the background:

China’s spectacular success as an exporter led

to a rising surplus on the current account. At the

same time, non-Chinese private investors be-

came increasingly eager to shift funds into

China, to take advantage of its growing domes-

tic economy. These capital flows were some-

what limited by foreign exchange controls—but

kept coming in anyway. As a result of the cur-

rent account surplus and private capital inflows,

China found itself in the position described by

panel (b) of Figure 43.1: at the target exchange

rate, the demand for yuan exceeded the supply.

Yet the Chinese government was determined to

keep the exchange rate fixed (although it began

allowing gradual appreciation in 2005).

To keep the rate fixed, China had to engage

in large-scale exchange market intervention,

selling yuan, buying up other countries’ 

currencies (mainly U.S. dollars) on the foreign

exchange market, and adding them to its re-

serves. During 2008, China added $418 billion

to its foreign exchange reserves, bringing the

year -end total to $1.9 trillion.

To get a sense of how big these totals are,

you have to know that in 2008 China’s nominal

GDP, converted into U.S. dollars at the prevailing

exchange rate, was $4.25 trillion. So in 2008,

China bought U.S. dollars and other currencies

equal to about 10% of its GDP. That’s as if the

U.S. government had bought $1.4 trillion worth

fy i

China has a history of intervention in the for-
eign exchange market that kept its currency,
and therefore its exports, relatively cheap for
foreign consumers to buy.

of yen and euros in just a single year—and was

continuing to buy yen and euros even though 

it was already sitting on a $7 trillion pile of for-

eign currencies.
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Check Your Understanding 
1. Draw a diagram, similar to Figure 43.1, representing the foreign

exchange situation of China when it kept the exchange rate
fixed at a target rate of $0.121 per yuan and the market
equilibrium rate was higher than the target rate. Then show
with a diagram how each of the following policy changes might
eliminate the disequilibrium in the market.

a. allowing the exchange rate to float more freely
b. placing restrictions on foreigners who want to invest 

in China
c. removing restrictions on Chinese who want to 

invest abroad
d. imposing taxes on Chinese exports, such as clothing

Solutions appear at the back of the book.

Tackle the Test: Multiple-Choice Questions
1. Which of the following methods can be used to fix a country’s

exchange rate at a predetermined level?
I. using foreign exchange reserves to buy its own currency

II. using monetary policy to change interest rates
III. implementing foreign exchange controls

a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III

2. Changes in exchange rates affect which of the following?
a. the price of imports
b. the price of exports
c. aggregate demand
d. aggregate output
e. all of the above

3. The United States has which of the following exchange 
rate regimes?
a. fixed
b. floating
c. fixed, but adjusted frequently

d. fixed, but managed
e. floating within a target zone

4. Which of the following interventions would be required to 
keep a country’s exchange rate fixed if the equilibrium 
exchange rate in the foreign exchange market were below 
the fixed exchange rate (measured as units of foreign 
currency per unit of domestic currency)? The government/
central bank
a. buys the domestic currency.
b. sells the domestic currency.
c. buys the foreign currency.
d. lowers domestic interest rates.
e. removes foreign exchange controls.

5. Which of the following is a benefit of a fixed exchange 
rate regime?
a. certainty about the value of domestic currency
b. commitment to inflationary policies
c. no need for foreign exchange reserves
d. allows unrestricted use of monetary policy 
e. all of the above

Tackle the Test: Free-Response Questions
1. Suppose the United States and India were the only two

countries in the world. 
a. Draw a correctly labeled graph of the foreign exchange

market for U.S. dollars showing the equilibrium in 
the market.

b. On your graph, indicate a fixed exchange rate set above the
equilibrium exchange rate. Does the fixed exchange rate lead
to a surplus or shortage of U.S. dollars? Explain and show
the amount of the surplus/shortage on your graph.

c. To bring the foreign exchange market back to an
equilibrium at the fixed exchange rate, would the U.S.
government need to buy or sell dollars? On your graph,
illustrate how the government’s buying or selling of dollars
would bring the equilibrium exchange rate back to the
desired fixed rate.
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Answer (9 points)

1 point: The vertical axis is labeled “Exchange rate (Indian rupees per U.S.
dollar)” and the horizontal axis is labeled “Quantity of U.S. dollars.”

1 point: Demand is downward sloping and labeled, supply is upward sloping
and labeled.

1 point: The equilibrium exchange rate and the equilibrium quantity of dollars
are labeled on the axes at the point where the supply and demand curves
intersect.

1 point: The fixed exchange rate level is depicted above the equilibrium
exchange rate.

1 point: Surplus

1 point: The quantity supplied exceeds the quantity demanded at the higher
fixed exchange rate.

1 point: The surplus is labeled as the horizontal distance between the supply
and demand curves at the fixed exchange rate.

1 point: Buy

1 point: The new demand curve is shown to the right of the old demand curve,
crossing the supply curve at the fixed exchange rate.

Quantity of U.S. dollars

Target
exchange

rate

0

S

D

E

Exchange
rate (Indian
rupees per
U.S. dollar) Surplus

2. List three tools used to fix exchange rates and explain the major
costs resulting from their use.



What you will learn 
in this Module:
• The meaning and purpose of

devaluation and revaluation

of a currency under a fixed

exchange rate regime

• Why open -economy

considerations affect

macroeconomic policy under

floating exchange rates
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Module 44
Exchange Rates and
Macroeconomic Policy

Exchange Rates and Macroeconomic Policy
When the euro was created in 1999, there were celebrations across the nations of 
Europe—with a few notable exceptions. You see, some countries chose not to adopt
the new currency. The most important of these was Britain, but other European coun-
tries, such as Switzerland and Sweden, also decided that the euro was not for them.

Why did Britain say no? Part of the answer was national pride: for example, 
if Britain gave up the pound, it would also have to give up currency that bears 
the portrait of the queen. But there were also serious economic concerns about giv-
ing up the pound in favor of the euro. British economists who favored adoption of
the euro argued that if Britain used the same currency as its neighbors, the coun-
try’s international trade would expand and its economy would become more pro-
ductive. But other economists pointed out that adopting the euro would take away
Britain’s ability to have an independent monetary policy and might lead to macro-
economic problems.

As this discussion suggests, the fact that modern economies are open to interna-
tional trade and capital flows adds a new level of complication to our analysis of
macroeconomic policy. Let’s look at three policy issues raised by open -economy
macroeconomics.

Devaluation and Revaluation of Fixed Exchange Rates
Historically, fixed exchange rates haven’t been permanent commitments. Sometimes
countries with a fixed exchange rate switch to a floating rate. In other cases, they re-
tain a fixed exchange rate regime but change the target exchange rate. Such adjust-
ments in the target were common during the Bretton Woods era. For example, in 1967
Britain changed the exchange rate of the pound against the U.S. dollar from US$2.80
per £1 to US$2.40 per £1. A modern example is Argentina, which maintained a fixed
exchange rate against the dollar from 1991 to 2001, but switched to a floating ex-
change rate at the end of 2001.



A reduction in the value of a currency that is set under a fixed exchange rate regime
is called devaluation. As we’ve already learned, a depreciation is a downward move in a
currency. A devaluation is a depreciation that is due to a revision in a fixed exchange
rate target. An increase in the value of a currency that is set under a fixed exchange rate
regime is called a revaluation.

A devaluation, like any depreciation, makes domestic goods cheaper in terms 
of foreign currency, which leads to higher exports. At the same time, it makes for-
eign goods more expensive in terms of domestic currency, which reduces imports.
The effect is to increase the balance of payments on the current account. Similarly, a
revaluation makes domestic goods more expensive in terms of foreign currency,
which reduces exports, and makes foreign goods cheaper in domestic currency,
which increases imports. So a revaluation reduces the balance of payments on the
current account.

Devaluations and revaluations serve two purposes under a fixed exchange rate
regime. First, they can be used to eliminate shortages or surpluses in the foreign ex-
change market. For example, in 2010, some economists were urging China to revalue
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From Bretton Woods to the Euro
In 1944, while World War II was still raging,

representatives of the Allied nations met in

Bretton Woods, New Hampshire, to establish 

a postwar international monetary system of

fixed exchange rates among major currencies.

The system was highly successful at first, but

it broke down in 1971. After a confusing inter-

val during which policy makers tried unsuc-

cessfully to establish a new fixed exchange

rate system, by 1973 most economically ad-

vanced countries had moved to floating ex-

change rates.

In Europe, however, many policy makers

were unhappy with floating exchange rates,

which they believed created too much uncer-

tainty for business. From the late 1970s on-

ward they tried several times to create a

system of more or less fixed exchange rates 

in Europe, culminating in an arrangement

known as the Exchange Rate Mechanism. (The

Exchange Rate Mechanism was, strictly speak-

ing, a “target zone” system—exchange rates

were free to move within a narrow band, but

not outside it.) And in 1991 they agreed to

move to the ultimate in fixed exchange rates: a

common European currency, the euro. To the

surprise of many analysts, they pulled it off:

today most of Europe has abandoned national

currencies for euros.

The accompanying figure

illustrates the history of 

European exchange rate

arrangements. It shows the

exchange rate between the

French franc and the Ger-

man mark, measured as

francs per mark, since

1971. The exchange rate

fluctuated widely at first.

The “plateaus” you can see

in the data—eras when the

exchange rate fluctuated

only modestly—are periods

when attempts to restore

fixed exchange rates were

in process. The Exchange

Rate Mechanism, after a

couple of false starts, became effective in 1987,

stabilizing the exchange rate at about 3.4 francs

per mark. (The wobbles in the early 1990s re-

flect two currency crises—episodes in which

widespread expectations of imminent devalua-

tions led to large but temporary capital flows.)

In 1999 the exchange rate was “locked”—no

further fluctuations were allowed as the coun-

tries prepared to switch from francs and marks

to euros. At the end of 2001, the franc and the

mark ceased to exist.
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The transition to the euro has not been with-

out costs. With most of Europe sharing the

same currency, it must also share the same

monetary policy. Yet economic conditions in the

different countries aren’t always the same. 

Indeed, as this book went to press, there

were serious stresses within the eurozone be-

cause the world financial crisis was hitting

some countries, such as Greece, Portugal, Spain

and Ireland, much more severely than it was

hitting others, notably Germany.

A devaluation is a reduction in the value of

a currency that is set under a fixed exchange

rate regime.

A revaluation is an increase in the value of

a currency that is set under a fixed exchange

rate regime.



the yuan so that it would not have to buy up so many U.S. dollars on the foreign ex-
change market.

Second, devaluation and revaluation can be used as tools of macroeconomic pol-
icy. A devaluation, by increasing exports and reducing imports, increases aggregate
demand. So a devaluation can be used to reduce or eliminate a recessionary gap. A
revaluation has the opposite effect, reducing aggregate demand. So a revaluation can
be used to reduce or eliminate an inflationary gap.

Monetary Policy Under a Floating Exchange 
Rate Regime
Under a floating exchange rate regime, a country’s central bank retains its ability to
pursue independent monetary policy: it can increase aggregate demand by cutting the
interest rate or decrease aggregate demand by raising the interest rate. But the ex-
change rate adds another dimension to the effects of monetary policy. To see why, let’s
return to the hypothetical country of Genovia as discussed in Module 43 and ask what
happens if the central bank cuts the interest rate.

Just as in a closed economy, a lower interest rate leads to higher investment spend-
ing and higher consumer spending. But the decline in the interest rate also affects
the foreign exchange market. Foreigners have less incentive to move funds into Gen-
ovia because they will receive a lower rate of return on their loans. As a result, they
have less need to exchange U.S. dollars for genos, so the demand for genos falls. At
the same time, Genovians have more incentive to move funds abroad because the rate
of return on loans at home has fallen, making investments outside the country more
attractive. Thus, they need to exchange more genos for U.S. dollars and the supply of
genos rises.

Figure 44.1 shows the effect of an interest rate reduction on the foreign exchange
market. The demand curve for genos shifts leftward, from D1 to D2, and the supply
curve shifts rightward, from S1 to S2. The equilibrium exchange rate, as measured in
U.S. dollars per geno, falls from XR1 to XR2. That is, a reduction in the Genovian inter-
est rate causes the geno to depreciate.

The depreciation of the geno, in turn, affects aggregate demand. We’ve already seen
that a devaluation—a depreciation that is the result of a change in a fixed exchange
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f i g u r e 44.1

Monetary Policy and
the Exchange Rate
Here we show what happens in
the foreign exchange market if
Genovia cuts its interest rate.
Residents of Genovia have a re-
duced incentive to keep their
funds at home, so they invest
more abroad. As a result, the
supply of genos shifts rightward,
from S1 to S2. Meanwhile, for-
eigners have less incentive to put
funds into Genovia, so the de-
mand for genos shifts leftward,
from D1 to D2. The geno depreci-
ates: the equilibrium exchange
rate falls from XR1 to XR2.

Quantity of genos

XR1

Exchange 
rate

(U.S. dollars 
per geno)

E1

E2
XR2

S1

S2

D1

D2

1. After the Genovian interest 
rate falls, Genovians invest
more abroad, buying more U.S.
dollars and selling more genos…

2. …and foreigners invest
less in Genovia, reducing
their demand for genos,…

3. …leading to
a depreciation
of the geno.



rate—increases exports and reduces imports, thereby increasing aggregate demand. A
depreciation that results from an interest rate cut has the same effect: it increases ex-
ports and reduces imports, increasing aggregate demand.

In other words, monetary policy under floating rates has effects beyond those we’ve
described in looking at closed economies. In a closed economy, a reduction in the in-
terest rate leads to a rise in aggregate demand because it leads to more investment
spending and consumer spending. In an open economy with a floating exchange rate,
the interest rate reduction leads to increased investment spending and consumer
spending, but it also increases aggregate demand in another way: it leads to a currency
depreciation, which increases exports and reduces imports, further increasing aggre-
gate demand.

International Business Cycles
Up to this point, we have discussed macroeconomics, even in an open economy, as if all
demand changes or shocks originated from the domestic economy. In reality, however,
economies sometimes face shocks coming from abroad. For example, recessions in the
United States have historically led to recessions in Mexico.

The key point is that changes in aggregate demand affect the demand for goods and
services produced abroad as well as at home: other things equal, a recession leads to a
fall in imports and an expansion leads to a rise in imports. And one country’s imports
are another country’s exports. This link between aggregate demand in different na-
tional economies is one reason business cycles in different countries sometimes—but
not always—seem to be synchronized. The prime example is the Great Depression,
which affected countries around the world.

The extent of this link depends, however, on the exchange rate regime. To see why,
think about what happens if a recession abroad reduces the demand for Genovia’s ex-
ports. A reduction in foreign demand for Genovian goods and services is also a reduc-
tion in demand for genos on the foreign exchange market. If Genovia has a fixed
exchange rate, it responds to this decline with exchange market intervention. But if

Genovia has a floating exchange rate, the geno depreciates. Because
Genovian goods and services become cheaper to foreigners when
the demand for exports falls, the quantity of goods and services ex-
ported doesn’t fall by as much as it would under a fixed rate. At the
same time, the fall in the geno makes imports more expensive to
Genovians, leading to a fall in imports. Both effects limit the de-
cline in Genovia’s aggregate demand compared to what it would
have been under a fixed exchange rate regime.

One of the virtues of floating exchange rates, according to their
advocates, is that they help insulate countries from recessions
originating abroad. This theory looked pretty good in the early
2000s: Britain, with a floating exchange rate, managed to stay out
of a recession that affected the rest of Europe, and Canada, which
also has a floating rate, suffered a less severe recession than the
United States.

In 2008, however, a financial crisis that began in the United States seemed to be pro-
ducing a recession in virtually every country. In this case, it appears that the interna-
tional linkages between financial markets were much stronger than any insulation
from overseas disturbances provided by floating exchange rates.
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For better or worse, trading partners
tend to import each other’s business cy-
cles in addition to each other’s goods.
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The Joy of a Devalued Pound
The Exchange Rate Mechanism is the system of

European fixed exchange rates that paved the

way for the creation of the euro in 1999. Britain

joined that system in 1990 but dropped out in

1992. The story of Britain’s exit from the Ex-

change Rate Mechanism is a classic example of

open -economy macroeconomic policy.

Britain originally fixed its exchange rate for

both the reasons we described earlier: British

leaders believed that a fixed exchange rate

would help promote international trade, and

they also hoped that it would help fight inflation.

But by 1992 Britain was suffering from high un-

employment: the unemployment rate in Sep-

tember 1992 was over 10%. And as long as the

country had a fixed exchange rate, there wasn’t

much the government could do. In particular,

the government wasn’t able to cut interest rates

because it was using high interest rates to help

support the value of the pound.

In the summer of 1992, investors began spec-

ulating against the pound—selling pounds in the

expectation that the currency would drop in

value. As its foreign reserves dwindled, this spec-

ulation forced the British government’s hand. On

September 16, 1992, Britain abandoned its fixed

exchange rate. The pound promptly dropped 20%

against the German mark, the most important

European currency at the time.

At first, the devaluation of the pound greatly

damaged the prestige of the British government.

But the Chancellor of the Exchequer—the equiv-

alent of the U.S. Treasury Secretary—claimed to

be happy about it. “My wife has never before

heard me singing in the bath,” he told reporters.

There were several reasons for his joy. One was

that the British government would no longer have

to engage in large -scale exchange market inter-

vention to support the pound’s value. Another was

that devaluation increases aggregate demand, so

the pound’s fall would help reduce British unem-

ployment. Finally, because Britain no longer had a

fixed exchange rate, it was free to pursue an ex-

pansionary monetary policy to fight its slump.

fy i

Indeed, events made it clear that the chan-

cellor’s joy was well founded. British unemploy-

ment fell over the next two years, even as the

unemployment rate rose in France and Ger-

many. One person who did not share in the im-

proving employment picture, however, was the

chancellor himself. Soon after his remark about

singing in the bath, he was fired.
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Check Your Understanding 
1. Look at the graph in the FYI section on page 438. Where do you

see devaluations and revaluations of the franc against the mark?

2. In the late 1980s, Canadian economists argued that the high
interest rate policies of the Bank of Canada weren’t just causing
high unemployment—they were also making it hard for

Canadian manufacturers to compete with U.S. manufacturers.
Explain this complaint, using our analysis of how monetary
policy works under floating exchange rates.

Solutions appear at the back of the book.

Tackle the Test: Multiple-Choice Questions
1. Devaluation of a currency occurs when which of the following

happens?
I. The supply of a currency with a floating exchange rate

increases.
II. The demand for a currency with a floating exchange rate

decreases.
III. The government decreases the fixed exchange rate. 

a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III
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2. Devaluation of a currency will lead to which of the following?
a. appreciation of the currency
b. an increase in exports 
c. an increase in imports
d. a decrease in exports
e. floating exchange rates

3. Devaluation of a currency is used to achieve which of the
following?
a. an elimination of a surplus in the foreign exchange market
b. an elimination of a shortage in the foreign exchange market
c. a reduction in aggregate demand
d. a lower inflation rate
e. a floating exchange rate

4. Monetary policy that reduces the interest rate will do which of
the following?
a. appreciate the domestic currency 
b. decrease exports
c. increase imports
d. depreciate the domestic currency
e. prevent inflation

5. Which of the following will happen in a country if a trading
partner’s economy experiences a recession?
a. It will experience an expansion.
b. Exports will decrease.
c. The demand for the country’s currency will increase.
d. The country’s currency will appreciate.
e. All of the above will occur.

Tackle the Test: Free-Response Questions
1. Suppose the United States and Australia were the only two

countries in the world, and that both countries pursued a
floating exchange rate regime. Note that the currency in
Australia is the Australian dollar.
a. Draw a correctly labeled graph showing equilibrium in the

foreign exchange market for U.S. dollars.
b. If the Federal Reserve pursues expansionary monetary

policy, what will happen to the U.S. interest rate and
international capital flows? Explain.

c. On your graph of the foreign exchange market, illustrate
the effect of the Fed’s policy on the supply of U.S. dollars,
the demand for U.S. dollars, and the equilibrium exchange
rate.

d. How does the Fed’s monetary policy affect U.S. aggregate
demand? Explain.

Answer (10 points)

1 point: The vertical axis is labeled “Exchange rate (Australian dollars per U.S.
dollar)” and the horizontal axis is labeled “Quantity of U.S. dollars.”

1 point: Demand is downward sloping and labeled; supply is upward sloping
and labeled.

Quantity of U.S. dollars

XR1

Q

Exchange rate
(Australian
dollars per
U.S. dollar)

E1

E2
XR2

S1
S2

D1
D2

2. …and Australians
demand fewer U.S.
dollars with which to
invest in the U.S. …

3. …leading to
a depreciation of
the U.S. dollar.

1. After the U.S. interest rate
falls, U.S. investors sell more
U.S. dollars in exchange for
Australian dollars…

1 point: The equilibrium exchange rate and equilibrium quantity of dollars are
labeled on the axes at the point where the supply and demand curves
intersect.

1 point: The U.S. interest rate falls.

1 point: There is an increase in the capital flow into Australia and an increase
in the capital flow out of the United States. 

1 point: The lower interest rate in the United States reduces the incentive to
invest in the United States and increases the incentive to invest in Australia.

1 point: The supply of U.S. dollars increases.

1 point: The demand for U.S. dollars decreases.

1 point: The exchange rate falls (the U.S. dollar depreciates).

1 point: The lower exchange rate leads to more exports from the United
States to Australia (they are cheaper now) and fewer imports into the United
States from Australia (they are more expensive now). When exports increase
and imports decrease, U.S. aggregate demand increases.

2. Explain how a floating exchange rate system can help insulate
a country from recessions abroad.
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How will the Fed’s monetary policy
change nominal interest rates?
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• How to use macroeconomic

models to conduct policy

analysis

• How to approach

free-response

macroeconomics questions

What you will learn 
in this Module:

Module 45
Putting It All Together
Having completed our study of the basic macroeconomic models, we can use them
to analyze scenarios and evaluate policy recommendations. In this module we de-
velop a step-by-step approach to macroeconomic analysis. You can adapt this ap-
proach to problems involving any macroeconomic model, including models of
aggregate demand and supply, production possibilities, money markets, and the
Phillips curve. By the end of this module you will be able to combine mastery of the
principles of macroeconomics with problem solving skills to analyze a new scenario
on your own. 

A Structure for Macroeconomic Analysis
In our study of macroeconomics we have seen questions about the macroeconomy take
many different forms. No matter what the specific question, most macroeconomic
problems have the following components:

1) A starting point. To analyze any situation, you have to know where to start.

2) A pivotal event. This might be a change in the economy or a policy response to the
initial situation.

3) Initial effects of the event. An event will generally have some initial, short-run effects.

4) Secondary and long-run effects of the event. After the short-run effects run their course,
there are typically secondary effects and the economy will move toward its long-
run equilibrium.

For example, you might be asked to consider the following scenario and answer the as-
sociated questions.

Assume the U.S. economy is currently operating at an aggregate output level above potential output.
Draw a correctly labeled graph showing aggregate demand, short-run aggregate supply, long-run aggre-
gate supply, equilibrium output, and the aggregate price level. Now assume that the Federal Reserve
conducts contractionary monetary policy. Identify the open-market operation the Fed would conduct,
and draw a correctly labeled graph of the money market to show the effect of the monetary policy on the
nominal interest rate. 

Show and explain how the Fed’s actions will affect equilibrium in the aggregate demand and supply
graph you drew previously. Indicate the new aggregate price level on your graph.

Assume Canada is the largest trading partner of the United States. Draw a correctly labeled graph
of the foreign exchange market for the U.S. dollar showing how the change in the aggregate price level
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you indicate on your graph above will affect the foreign exchange market. What will happen to the
value of the U.S. dollar relative to the Canadian dollar? 

How will the Federal Reserve’s contractionary monetary policy affect the real interest rate in the
United States? Explain. 

Taken as a whole, this scenario and the associated questions can seem overwhelming.
Let’s start by breaking down our analysis into four components.

1. The starting point
Assume the U.S. economy is currently operating at an aggregate output level above poten-
tial output.

2. The pivotal event
Now assume that the Federal Reserve conducts contractionary monetary policy.

3. Initial effects of the event
Show and explain how the Fed’s actions will affect equilibrium.

4. Secondary and long-run effects of the event
Assume Canada is the largest trading partner of the United States. What will happen to the
value of the U.S. dollar relative to the Canadian dollar?

How will the Federal Reserve’s contractionary monetary policy affect the real interest rate
in the United States? Explain. 

Now we are ready to look at each of the steps and untangle this scenario. 

The Starting Point
Assume the U.S. economy is currently operating at an aggregate output level above potential out-
put. Draw a correctly labeled graph showing aggregate demand, short-run aggregate supply, long-
run aggregate supply, equilibrium output, and the aggregate price level.

To analyze a situation, you have to know where to start. You will most often use
the aggregate demand-aggregate supply model to evaluate macroeconomic scenar-
ios. In this model, there are three possible starting points: long-run macroeconomic
equilibrium, a recessionary gap, and an inflationary gap. This means that there are
three possible “starting-point” graphs, as shown in Figure 45.1. The economy can be
in long-run macroeconomic equilibrium with production at potential output as in
panel (a), it can be in short-run macroeconomic equilibrium at an aggregate output
level below potential output (creating a recessionary gap) as in panel (b), or it can be
in short-run macroeconomic equilibrium at an aggregate output level above poten-
tial output (creating an inflationary gap) as in panel (c) and in our scenario.

The Pivotal Event
Now assume that the Federal Reserve conducts contractionary monetary policy.

It is the events in a scenario that make it interesting. Perhaps a country goes 
into or recovers from a recession, inflation catches consumers off guard or becomes
expected, consumers or businesses become more or less confident, holdings of
money or wealth change, trading partners prosper or falter, or oil prices plummet 
or spike. The event can also be expansionary or contractionary monetary or fiscal
policy. With the infinite number of possible changes in policy, politics, the econ-
omy, and markets around the world, don’t expect to analyze a familiar scenario on
the exam. 

While it’s impossible to foresee all of the scenarios you might encounter, we can
group the determinants of change into a reasonably small set of major factors that in-
fluence macroeconomic models. Table 45.1 matches major factors with the curves
they affect. With these influences in mind, it is relatively easy to proceed through a
problem by identifying how the given events affect these factors. Most hypothetical
scenarios involve changes in just one or two major factors. Although the real world is
more complex, it is largely the same factors that change—there are just more of them
changing at once.
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(a) Long-run Macroeconomic Equilibrium
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(c) Short-run Macroeconomic Equilibrium:
Inflationary Gap
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Potential
output

Real GDP

Aggregate
price
level

(b) Short-run Macroeconomic Equilibrium:
Recessionary Gap

Analysis Starting Pointsf i g u r e 45.1

Panels (a), (b) and (c) represent the three basic 
starting points for analysis using the aggregate demand-
aggregate supply model.
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As shown in Table 45.1 on the next page, many curves are
shifted by changes in only two or three major factors. Even for
the aggregate demand curve, which has the largest number of
associated factors, you can simplify the task further by asking
yourself, “Does the event influence consumer spending, invest-
ment spending, government spending, or net exports?” If so, ag-
gregate demand shifts. A shift of the long-run aggregate supply
curve is caused only by events that affect labor productivity or
the number of workers.

In the supply and demand model there are five major fac-
tors that shift the demand curve and five major factors that
shift the supply curve. Most examples using this model will
represent a change in one of these ten factors. The loanable
funds market, money market, and foreign exchange market

You’ve seen the speech, now, how would
you analyze the proposed policy?
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have their own clearly identified factors that affect supply or demand. With this in-
formation you can link specific events to relevant factors in the models to see what
changes will occur. Remember that having correctly labeled axes on your graphs is
crucial to a correct analysis.

Often, as in our scenario, the event is a policy response to an undesirable starting
point such as a recessionary or inflationary gap. Expansionary policy is used to combat
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Major Factors that Shift Curves in Each Model

Aggregate Demand and Aggregate Supply

Aggregate Demand Curve Short-run Aggregate Supply Curve Long-run Aggregate Supply Curve

Expectations Commodity prices Productivity

Wealth Nominal wages Physical capital

Size of existing capital stock Productivity Human capital

Fiscal and monetary policy Business taxes Technology

Net Exports Quantity of resources

Interest rates

Investment spending

Supply and Demand

Demand Curve Supply Curve

Income Input prices

Prices of substitutes and complements Prices of substitutes and complements in production

Tastes Technology

Consumer expectations Producer expectations

Number of consumers Number of producers

Loanable Funds Market

Demand Curve Supply Curve

Investment opportunities Private saving behavior

Government borrowing Capital inflows

Money Market

Demand Curve Supply Curve

Aggregate price level Set by the Federal Reserve

Real GDP

Technology (related to money market)

Institutions (related to money market)

Foreign Exchange Market

Demand Supply

Foreigners’ purchases of domestic Domestic residents’ purchases of foreign

Goods Goods

Services Services

Assets Assets

Note: It is the real exchange rate (adjusted for international differences in aggregate price levels) that affects imports and exports.

t a b l e 45.1



Secondary and Long-Run Effects of the Event
Assume Canada is the largest trading partner of the United States. What will happen to the value of
the U.S. dollar relative to the Canadian dollar?

How will the Federal Reserve’s contractionary monetary policy affect the real interest rate in the
United States? Explain. 

Secondary Effects In addition to the initial, short-run effects of any event, there will
be secondary effects and the economy will move to its long-run equilibrium after the
short-run effects run their course.
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Aggregate
price
level

E2

E1

LRAS

SRAS

AD1

AD2

P1

P2

Y1 YP Real GDP

Recessionary gap

Potential
output

Aggregate
price
level

E2

E1

SRAS

AD1
AD2

P1

P2

YP Y1 Real GDP

Inflationary gap

Potential
output

LRAS

(a) Recessionary Gap (b) Inflationary Gap

Monetary and Fiscal Policy Close Output Gapsf i g u r e 45.2

By shifting the aggregate demand curve, monetary and fiscal policy can close output gaps in the economy as shown in panel (a) for a re-
cessionary gap and panel (b) for an inflationary gap.

a recession, and contractionary policy is used to combat inflationary pressures. To
begin analyzing a policy response, you need to fully understand how the Federal Re-
serve can implement each type of monetary policy (e.g., increase or decrease the money
supply) and how that policy eventually affects the economy. You also need to under-
stand how the government can implement expansionary or contractionary fiscal policy
by raising or lowering taxes or government spending. 

The Initial Effect of the Event
Show and explain how the Fed’s actions will affect equilibrium. 

We have seen that events will create short-run effects in our models. In the short-
run, fiscal and monetary policy both affect the economy by shifting the aggregate de-
mand curve. As shown in panel (a) of Figure 45.2, expansionary policy shifts
aggregate demand to the right, and as shown in panel (b), contractionary policy
shifts aggregate demand to the left. To illustrate the effect of a policy response, shift
the aggregate demand curve on your starting point graph and indicate the effects of
the shift on the aggregate price level and aggregate output.



We have seen that negative or positive demand shocks (including those created by
inappropriate monetary or fiscal policy) move the economy away from long-run
macroeconomic equilibrium. As explained in Module 18, in the absence of policy re-
sponses, such events will eventually be offset through changes in short-run aggregate
supply resulting from changes in nominal wage rates. This will move the economy back
to long-run macroeconomic equilibrium.

If the short-run effects of an action result in changes in the aggregate price level or
real interest rate, there will also be secondary effects throughout the open economy. In-
ternational capital flows and international trade will be affected as a result of the ini-
tial effects experienced in the economy. A price level decrease, as in our scenario, will
encourage exports and discourage imports, causing an appreciation in the domestic
currency on the foreign exchange market. A change in the interest rate affects aggregate
demand through changes in investment spending and consumer spending. Interest
rate changes also affect aggregate demand through changes in imports or exports
caused by currency appreciation and depreciation. These secondary effects act to rein-
force the effects of monetary policy.

Long-run Effects While deviations from potential output are ironed out in the long
run, other effects remain. For example, in the long run the use of fiscal policy affects
the federal budget. Changes in taxes or government spending that lead to budget
deficits (and increased federal debt) can “crowd out” private investment spending in
the long run. The government’s increased demand for loanable funds drives up the
interest rate, decreases investment spending, and partially offsets the initial increase
in aggregate demand. Of course, the deficit could be addressed by printing money,
but that would lead to problems with inflation in the long run.

We know that in the long run, monetary policy affects only the aggregate price level,
not real GDP. Because money is neutral, changes in the money supply have no effect on
the real economy. The aggregate price level and nominal values will be affected by the
same proportion, leaving real values (including the real interest rate as mentioned in
our scenario) unchanged.

Analyzing Our Scenario
Now let’s address the specific demands of our problem.
✔ Draw a correctly labeled graph showing aggregate demand, short-run aggregate supply, long-

run aggregate supply, equilibrium output, and the aggregate price level.
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✔ Identify the open-market operation the Fed would conduct.

The Fed would sell U.S. Treasury securities (bonds, bills, or notes).
✔ Draw a correctly labeled graph of the money market to show the effect of the monetary policy on

the nominal interest rate.

✔ Show and explain how the Fed’s actions will affect equilibrium in the aggregate demand and
supply graph you drew previously. Indicate the new aggregate price level on your graph.

A higher interest rate will lead to decreased investment and consumer spending, de-
creasing aggregate demand. The equilibrium price level and real GDP will fall.

✔ Draw a correctly labeled graph of the foreign exchange market for the U.S. dollar showing how
the change in the aggregate price level you indicate on your graph above will affect the foreign ex-
change market.

The decrease in the U.S. price level will make U.S. exports relatively inexpensive for
Canadians to purchase and lead to an increase in demand for U.S. dollars with which
to purchase those exports.
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Exchange rate
(Canadian dollars
per U.S. dollar)

E2

E1

Supply of 
U.S. dollars

D1

D2

XR1

XR2

Quantity of U.S. dollars
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Check Your Understanding 
1. The economy is operating in long-run macroeconomic

equilibrium. 
a. Illustrate this situation using a correctly labeled aggregate

demand-aggregate supply graph.
b. Use your graph to show the short-run effect on real GDP

and the aggregate price level if there is a decrease in
government spending.

c. What will happen to the aggregate price level and real GDP
in the long run? Explain.

d. Suppose the government is experiencing a persistent budget
deficit. How will the decrease in government spending affect
that deficit? Use a correctly labeled graph of the loanable
funds market to show the effect of a decrease in government
spending on the interest rate.

Solutions appear at the back of the book.

Tackle the Test: Multiple-Choice Questions
Questions 1–5 refer to the following scenario:

The United States and Mexico are trading partners. Suppose a
flu outbreak significantly decreases U.S. tourism in Mexico and
causes the Mexican economy to enter a recession. Assume that
the money that would have been spent by U.S. tourists in
Mexico is, instead, not spent at all.

1. Which of the following occurs as a result of the recession in
Mexico?

I. Output in Mexico decreases.
II. Aggregate demand in the United States decreases.

III. Output in the United States decreases.
a. I only
b. II only
c. III only
d. I and II only
e. I, II, and III
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✔ What will happen to the U.S. dollar relative to the Canadian dollar?

The U.S. dollar will appreciate.
✔ How will the Federal Reserve’s contractionary monetary policy affect the real interest rate in the

United States? Explain. 

There will be no effect on the real interest rate in the long run because, due to the neu-
trality of money, changes in the money supply do not affect real values in the long run.
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2. What is the effect of Mexico’s falling income on the demand for
money and the nominal interest rate in Mexico? 
Demand for money Nominal interest rate
a. increases decreases
b. decreases decreases
c. increases increases
d. decreases increases
e. increases unchanged

3. If the aggregate price level in Mexico decreases, what will
happen to the real interest rate? 
a. It will increase.
b. It will decrease.
c. It will be unchanged.
d. It will stabilize.
e. It cannot be determined.

4. Suppose the aggregate price level in Mexico decreases relative
to that in the United States. What is the effect of this price

level change on the demand and on the exchange rate, for 
Mexican pesos?
Demand for pesos Exchange rate
a. increases appreciates
b. increases depreciates
c. decreases appreciates
d. decreases depreciates
e. decreases is unchanged

5. If the Mexican government pursues expansionary fiscal 
policy in response to the recession, what will happen to
aggregate demand and aggregate supply in the short-run?
Aggregate demand Short-run aggregate supply
a. increase increase
b. increase decrease
c. decrease increase
d. decrease decrease
e. increase no change

Tackle the Test: Free-Response Questions
1. Suppose the U.S. economy is experiencing a recession.

a. Draw a correctly labeled aggregate demand-aggregate
supply graph showing the aggregate demand, short-run
aggregate supply, long-run aggregate supply, equilibrium
output, and aggregate price level.

b. Assume that energy prices increase in the United States.
Show the effects of this increase on the equilibrium in your
graph from part a.

c. According to your graph, how does the increase in energy
prices affect unemployment and inflation in the economy?

d. Assume the United States and Canada are the only two
countries in an open economy and that energy prices have
remained unchanged in Canada. Draw a correctly labeled
graph of the foreign exchange market for U.S. dollars, and
use it to show the effect of increased U.S. energy prices on
the demand for U.S. dollars. Explain.

Answer (12 points)

1 point: The vertical axis is labeled “Aggregate price level” and the horizontal
axis is labeled “Aggregate output” or “Real GDP.”

1 point: The AD curve slopes downward, the SRAS curve slopes upward, and
the LRAS curve is vertical.

YPY1Y2

P1

P2

SRAS1

LRAS

AD

Real GDP

Aggregate
price
level

SRAS2

1 point: The equilibrium is found where the SRAS curve crosses the AD
curve, and the equilibrium aggregate price level and aggregate output are
shown on the axes at this point.

1 point: The equilibrium is to the left of the LRAS curve.

1 point: The SRAS curve shifts to the left.

1 point: The equilibrium aggregate price level and output are shown on the
axes at the new equilibrium (increased aggregate price level, decreased
aggregate output).

1 point: It increases unemployment.

1 point: It increases the aggregate price level (inflation).

1 point: The vertical axis is labeled “Exchange rate (Canadian dollars per U.S.
dollar),” horizontal axis is labeled “Quantity of U.S. dollars.” Demand for U.S.
dollars slopes downward and is labeled, supply of U.S. dollars slopes upward
and is labeled.

1 point: The equilibrium exchange rate and quantity of U.S. dollars are shown
on the axes at the intersection of the demand and supply curves.

1 point: The demand for U.S. dollars will decrease.

1 point: The inflation in the United States will lead to a decrease in the
demand for U.S. exports (which must be purchased with U.S. dollars).

Exchange rate
(Canadian dollars
per U.S. dollar)

E1

E2

Supply of 
U.S. dollars

D2

D1

XR2

XR1

Q2 Q1

Quantity of U.S. dollars
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2. Assume the United States is operating below potential output. 
a. Draw a correctly labeled aggregate demand and supply

graph showing equilibrium in the economy. 
b. Suppose the government decreases taxes. On your graph,

show how the decrease in taxes will affect AD, SRAS, LRAS,
equilibrium aggregate price level, and output.

c. Assume the decrease in taxes led to an increased budget
deficit and that the deficit spending was funded through
government borrowing from the public. Use a correctly

labeled graph of the market for loanable funds to show the
effect of increased borrowing on the interest rate.

d. Given the effect on the interest rate from part c, draw a
correctly labeled graph of the foreign exchange market
showing the effect of the change in the interest rate on the
supply of U.S. dollars. Explain how the interest rate affects
the supply of U.S. dollars.

e. According to your graph from part d, what has happened to
the value of the U.S. dollar? How will this affect U.S. exports
and aggregate demand?

Summary

1. A country’s balance of payments accounts summarize
its transactions with the rest of the world. The balance
of payments on the current account, or the current
account, includes the balance of payments on goods
and services together with balances on factor income
and transfers. The merchandise trade balance, or trade
balance, is a frequently cited component of the balance
of payments on goods and services. The balance of pay-
ments on the financial account, or the financial ac-
count, measures capital flows. By definition, the balance
of payments on the current account plus the balance of
payments on the financial account is zero.

2. Capital flows respond to international differences in in-
terest rates and other rates of return; they can be usefully
analyzed using an international version of the loanable
funds model, which shows how a country where the in-
terest rate would be low in the absence of capital flows
sends funds to a country where the interest rate would be
high in the absence of capital flows. The underlying de-
terminants of capital flows are international differences
in savings and opportunities for investment spending.

3. Currencies are traded in the foreign exchange market;
the prices at which they are traded are exchange rates.
When a currency rises against another currency, it ap-
preciates; when it falls, it depreciates. The equilib-
rium exchange rate matches the quantity of that
currency supplied to the foreign exchange market to the
quantity demanded.

4. To correct for international differences in inflation
rates, economists calculate real exchange rates, which
multiply the exchange rate between two countries’ re-
spective currencies by the ratio of the countries’ price
levels. The current account responds only to changes in
the real exchange rate, not the nominal exchange rate.
Purchasing power parity is the exchange rate that
makes the cost of a basket of goods and services equal
in two countries. While purchasing power parity and
the nominal exchange rate almost always differ, pur-

chasing power parity is a good predictor of actual
changes in the nominal exchange rate.

5. Countries adopt different exchange rate regimes, rules
governing exchange rate policy. The main types are fixed
exchange rates, where the government takes action to
keep the exchange rate at a target level, and floating ex-
change rates, where the exchange rate is free to fluctu-
ate. Countries can fix exchange rates using exchange
market intervention, which requires them to hold for-
eign exchange reserves that they use to buy any surplus
of their currency. Alternatively, they can change domes-
tic policies, especially monetary policy, to shift the de-
mand and supply curves in the foreign exchange market.
Finally, they can use foreign exchange controls.

6. Exchange rate policy poses a dilemma: there are economic
payoffs to stable exchange rates, but the policies used to
fix the exchange rate have costs. Exchange market inter-
vention requires large reserves, and exchange controls dis-
tort incentives. If monetary policy is used to help fix the
exchange rate, it isn’t available to use for domestic policy.

7. Fixed exchange rates aren’t always permanent commit-
ments: countries with a fixed exchange rate sometimes
engage in devaluations or revaluations. In addition to
helping eliminate a surplus of domestic currency on the
foreign exchange market, a devaluation increases aggre-
gate demand. Similarly, a revaluation reduces shortages
of domestic currency and reduces aggregate demand.

8. Under floating exchange rates, expansionary monetary
policy works in part through the exchange rate: cutting
domestic interest rates leads to a depreciation, and
through that to higher exports and lower imports,
which increases aggregate demand. Contractionary
monetary policy has the reverse effect.

9. The fact that one country’s imports are another coun-
try’s exports creates a link between the business cycles
in different countries. Floating exchange rates, however,
may reduce the strength of that link.

S e c t i o n 8 Review
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Balance of payments accounts, p. 410

Balance of payments on the current account
(the current account), p. 412

Balance of payments on goods and services, 
p. 412

Merchandise trade balance (trade balance), p. 412

Balance of payments on the financial account
(the financial account), p. 413

Foreign exchange market, p. 421

Exchange rates, p. 421

Appreciates, p. 422

Depreciates, p. 422

Equilibrium exchange rate, p. 423

Real exchange rate, p. 425

Purchasing power parity, p. 427

Exchange rate regime, p. 431

Fixed exchange rate, p. 431

Floating exchange rate, p. 431

Exchange market intervention, p. 432

Foreign exchange reserves, p. 432

Foreign exchange controls, p. 433

Devaluation, p. 438

Revaluation, p. 438

Key Terms

1. How would the following transactions be categorized in the
U.S. balance of payments accounts? Would they be entered in
the current account (as a payment to or from a foreigner) or
the financial account (as a sale to or purchase of assets from a
foreigner)? How will the balance of payments on the current
and financial accounts change?

a. A French importer buys a case of California wine for $500.

b. An American who works for a French company deposits
her paycheck, drawn on a Paris bank, into her San Fran-
cisco bank.

c. An American buys a bond from a Japanese company for
$10,000.

d. An American charity sends $100,000 to Africa to help local
residents buy food after a harvest shortfall.

2. The accompanying diagram shows the assets of the rest of
the world that are in the United States and U.S. assets
abroad, both as a percentage of rest-of-the-world GDP. As
you can see from the diagram, both have increased nearly
fivefold since 1980.
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a. As U.S. assets abroad have increased as a percentage 
of rest-of-the-world GDP, does this mean that the 
United States, over the period, has experienced net 
capital outflows?

b. Does this diagram indicate that world economies were
more tightly linked in 2007 than they were in 1980?

3. In the economy of Scottopia in 2008, exports equaled $400 bil-
lion of goods and $300 billion of services, imports equaled
$500 billion of goods and $350 billion of services, and the rest
of the world purchased $250 billion of Scottopia’s assets. What
was the merchandise trade balance for Scottopia? What was
the balance of payments on the current account in Scottopia?
What was the balance of payments on the financial account?
What was the value of Scottopia’s purchases of assets from the
rest of the world?

4. In the economy of Popania in 2008, total Popanian pur-
chases of assets in the rest of the world equaled $300 billion,
purchases of Popanian assets by the rest of the world
equaled $400 billion, and Popania exported goods and serv-
ices equaled $350 billion. What was Popania’s balance of
payments on the financial account in 2008? What was its
balance of payments on the current account? What was the
value of its imports?

5. Suppose that Northlandia and Southlandia are the only two
trading countries in the world, that each nation runs a bal-
ance of payments on both current and financial accounts
equal to zero, and that each nation sees the other’s assets as
identical to its own. Using the accompanying diagrams, ex-
plain how the demand and supply of loanable funds, the in-
terest rate, and the balance of payments on the current and

Problems
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financial accounts will change in each country if international
capital flows are possible.

6. Based on the exchange rates for the first trading days of 2009
and 2010 shown in the accompanying table, did the U.S. dollar
appreciate or depreciate during 2009? Did the movement in
the value of the U.S. dollar make American goods and services
more or less attractive to foreigners?

(b) Southlandia

(a) Northlandia

100 2000 300 1,000900800700400 500 600

100 2000 300 1,000900800700400 500 600

12%
10
8
6
4
2

12%
10
8
6
4
2

Interest
rate

Interest
rate

Quantity of loanable funds

Quantity of loanable funds

D

D

S

S

a. Japan relaxes some of its import restrictions.

b. The United States imposes some import tariffs on Japanese
goods.

c. Interest rates in the United States rise dramatically.

d. A report indicates that Japanese cars are much safer than
previously thought, especially compared with American cars.

9. From January 1, 2001, to June 30, 2003, the U.S. federal funds
rate decreased from 6.5% to 1%. During the same period, the
analogous interest rate in Europe decreased from 5.75% to 3%.

a. Considering the change in interest rates over the period and
using the loanable funds model, would you have expected
funds to flow from the United States to Europe or from Eu-
rope to the United States over this period?

b. The accompanying diagram shows the exchange rate be-
tween the euro and the U.S. dollar from January 1, 2001,
through September 30, 2008. Is the eventual decrease in the
exchange rate over the period from January 2001 to June
2003 consistent with the movement in funds predicted in
part a?

10. In each of the following scenarios, suppose that the two na-
tions are the only trading nations in the world. Given inflation
and the change in the nominal exchange rate, which nation’s
goods become more attractive?

a. Inflation is 10% in the United States and 5% in Japan; the
U.S. dollar–Japanese yen exchange rate remains the same.

b. Inflation is 3% in the United States and 8% in Mexico; the price
of the U.S. dollar falls from 12.50 to 10.25 Mexican pesos.

c. Inflation is 5% in the United States and 3% in the eurozone;
the price of the euro falls from $1.30 to $1.20.

d. Inflation is 8% in the United States and 4% in Canada; the
price of the Canadian dollar rises from US$0.60 to US$0.75.

11. Starting from a position of equilibrium in the foreign ex-
change market under a fixed exchange rate regime, how must a
government react to an increase in the demand for the nation’s
goods and services by the rest of the world to keep the ex-
change rate at its fixed value?

12. Suppose that Albernia’s central bank has fixed the value of its
currency, the bern, to the U.S. dollar (at a rate of US$1.50 to 
1 bern) and is committed to that exchange rate. Initially, 
the foreign exchange market for the bern is also in equilib-
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January 2, 2009 January 4, 2010

US$1.45 to buy 1 British US$1.61 to buy 1 British pound 
pound sterling sterling

32.82 Taiwan dollars to buy 31.74 Taiwan dollars to buy US$1  
US$1

US$0.82 to buy 1 Canadian US$0.96 to buy 1 Canadian dollar 
dollar

90.98 Japanese yen to buy 92.35 Japanese yen to buy US$1 
US$1

US$1.39 to buy 1 euro US$1.44 to buy 1 euro

1.07 Swiss francs to buy US$1 1.03 Swiss francs to buy US$1

7. Go to http://fx.sauder.ubc.ca. Using the table labeled “The
Most Recent Cross-Rates of Major Currencies,” determine
whether the British pound (GBP), the Canadian dollar (CAD),
the Japanese yen (JPY), the euro (EUR), and the Swiss franc
(CHF) have appreciated or depreciated against the U.S. dollar
(USD) since January 4, 2010. The exchange rates on January 4,
2010, are listed in the table in Problem 6 above.

8. Suppose the United States and Japan are the only two trading
countries in the world. What will happen to the value of the
U.S. dollar if the following occur, other things equal?
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rium, as shown in the accompanying diagram. However, both
Albernians and Americans begin to believe that there are big
risks in holding Albernian assets; as a result, they become un-
willing to hold Albernian assets unless they receive a higher
rate of return on them than they do on U.S. assets. How would
this affect the diagram? If the Albernian central bank tries to
keep the exchange rate fixed using monetary policy, how will
this affect the Albernian economy?

E

S1

D1

Exchange 
rate

(U.S. 
dollars

per bern)

1.50

0 Quantity of berns

13. Your study partner asks you, “If central banks lose the ability
to use discretionary monetary policy under fixed exchange
rates, why would nations agree to a fixed exchange rate sys-
tem?” How do you respond?
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Module 2
Check Your Understanding
1. We talk about business cycles for the economy as a 

whole because recessions and expansions are not con-
fined to a few industries—they reflect downturns and
upturns for the economy as a whole. The data clearly
show that in the steep downturns, almost every sector of
the economy reduces output and the number of people
employed. Moreover, business cycles are an international
phenomenon, sometimes moving in rough synchrony
across countries.

2. Recessions cause a great deal of pain across the entire
society. They cause large numbers of workers to lose their
jobs and make it difficult for workers to find new jobs.
Recessions reduce the standard of living of many families
and are usually associated with a rise in the number of
people living below the poverty line, an increase in the
number of people who may lose their houses because
they can’t afford their mortgage payments, and a fall in
the percentage of Americans with health insurance.
Recessions also reduce the profits of firms. 

Tackle the Test: 
Multiple-Choice Questions
1. a

2. d

3. e

4. c

5. b

Tackle the Test: 
Free-Response Question 
2. Inflation is an overall increase in the price of goods and

services throughout an economy. If inflation occurs, the
price of donuts will most likely increase, but an increase
in the price of this one good does not indicate inflation.
For example, the price of donuts might have increased
due to an increase in the price of sugar, while the prices
of most other goods in the economy have remained
unchanged.

Module 3
Check Your Understanding
1. a. False. An increase in the resources available to Tom for

use in producing coconuts and fish changes his produc-
tion possibilities curve by shifting it outward, because he

>> Solutions to 
AP Review Questions

Module 1
Check Your Understanding
1. Land, labor, capital, and entrepreneurship are the four

categories of resources. Possible examples include fish-
eries (land), time spent working on a fishing boat
(labor), fishing nets (capital), and the opening of a new
seafood market (entrepreneurship).

2. a. time spent flipping burgers at a restaurant: labor
b. a bulldozer: capital
c. a river: land 

3. a. Yes. The increased time spent commuting is a cost you
will incur if you accept the new job. That additional time
spent commuting—or equivalently, the benefit you would
get from spending that time doing something else—is an
opportunity cost of the new job.

b. Yes. One of the benefits of the new job is that you will be
making $50,000. But if you take the new job, you will
have to give up your current job; that is, you have to give
up your current salary of $45,000, so $45,000 is one of
the opportunity costs of taking the new job.

c. No. A more spacious office is an additional benefit of
your new job and does not involve forgoing something
else, so it is not an opportunity cost.

4. a. This is a normative statement because it stipulates what
should be done. In addition, it may have no “right”
answer. That is, should people be prevented from all dan-
gerous personal behavior if they enjoy that behavior—like
skydiving? Your answer will depend on your point  of view.

b. This is a positive statement because it is a description of fact.

Tackle the Test: 
Multiple-Choice Questions
1. d

2. d

3. b

4. b

5. a

Tackle the Test: 
Free-Response Question
2. In positive economics there is a “right” or “wrong”

answer. In normative economics there is not necessarily a
“right” or “wrong” answer. There is more disagreement in
normative economics because there is no “right” or
“wrong” answer. Economists disagree because of (1) dif-
ferences in values and (2) disagreements about models
and about which simplifications are appropriate.

S-1

This section offers suggested answers to the AP Review Questions that appear at
the end of each module.



Tackle the Test: 
Free-Response Question 
2.

Module 4
Check Your Understanding
1. a. The United States has an absolute advantage in automo-

bile production because it takes fewer Americans (6) to
produce a car in one day than it takes Italians (8). The
United States also has an absolute advantage in washing
machine production because it takes fewer Americans (2)
to produce a washing machine in one day than it takes
Italians (3).

b. In Italy the opportunity cost of a washing machine in
terms of an automobile is 3⁄8. In other words, 3⁄8 of a 
car can be produced with the same number of workers
and in the same time it takes to produce 1 washing
machine. In the United States the opportunity cost of a
washing machine in terms of an automobile is 2⁄6 = 1⁄3.
In other words, 1⁄3 of a car can be produced with the
same number of workers and in the same time it takes
to produce 1 washing machine. Since 1⁄3 < 3⁄8, the
United States has a comparative advantage in the pro-
duction of washing machines: to produce a washing
machine, only 1⁄3 of a car must be given up in the
United States but 3⁄8 of a car must be given up in Italy.
This means that Italy has a comparative advantage in
automobiles. This can be checked as follows. The
opportunity cost of an automobile in terms of a wash-
ing machine in Italy is 8⁄3, equal to 22⁄3. In other words,
22⁄3 washing machines can be produced with the same
number of workers and in the time it takes to produce
1 car in Italy. And the opportunity cost of an automo-
bile in terms of a washing machine in the United 
States is 6⁄2, equal to 3. In other words, 3 washing
machines can be produced with the same number of
workers and in the time it takes to produce 1 car in 
the United States.

c. The greatest gains are realized when each country special-
izes in producing the good for which it has a comparative
advantage. Therefore, based on this example, the United
States should specialize in washing machines and Italy
should specialize in automobiles.

2. At a trade of 1 fish for 11⁄2 coconuts, Hank gives up less
for a fish than he would if he were producing fish him-
self—that is, he gives up less than 2 coconuts for 1 fish.
Likewise, Tom gives up less for a coconut than he would

Quantity
of shelter
(or food)

Quantity of food
(or shelter)

E (on the curve)

PPC

I (beyond the curve)

U
(under the curve)
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can now produce more fish and coconuts than before. In
the accompanying graph, the line labeled “Tom’s original
PPC” represents Tom’s original production possibilities
curve, and the line labeled “Tom’s new PPC” represents
the new production possibilities curve that results from
an increase in resources available to Tom.

b. True. A technological change that allows Tom to catch
more fish for any amount of coconuts gathered results in
a change in his production possibilities curve. This is
illustrated in the accompanying graph. The new produc-
tion possibilities curve is represented by the line labeled
“Tom’s new PPC,” and the original production possibili-
ties curve is represented by the line labeled “Tom’s origi-
nal PPC.” Since the maximum quantity of coconuts that
Tom can gather is the same as before, the new production
possibilities curve intersects the vertical axis at the same
point as the old curve. But since the maximum possible
quantity of fish is now greater than before, the new curve
intersects the horizontal axis to the right of the old curve.

c. False. Production efficiency is achieved at points along a
production possibilities curve, but every point inside a
PPC is inefficient because more of either good could be
produced without producing less of the other. Points out-
side the PPC are simply unobtainable.

Tackle the Test: 
Multiple-Choice Questions
1. c

2. d

3. d

4. e

5. a

Quantity of fish

Quantity
of coconuts

Tom’s
original PPC

Tom’s
new PPC

Quantity of fish

Quantity
of coconuts

Tom’s
original PPC

Tom’s
new PPC



if he were producing coconuts himself—with trade, a
coconut costs 11⁄2 = 2⁄3 of a fish, less than the 4⁄3 of a fish
he must give up if he does not trade.

Tackle the Test: 
Multiple-Choice Questions
1. a

2. a

3. a

4. d

5. d

Tackle the Test: 
Free-Response Questions 
2. a. Country A: opportunity cost of 1 bushel of wheat =

4 units of textiles
Country B: opportunity cost of 1 bushel of wheat =
6 units of textiles

b. Country A has an absolute advantage in the production
of wheat (15 versus 10)

c. Country A: opportunity cost of 1 unit of textiles =
1⁄4 bushel of wheat
Country B: opportunity cost of 1 unit of textiles =
1⁄6 bushel of wheat
Country B has the comparative advantage in textile pro-
duction because it has a lower opportunity cost of pro-
ducing textiles. (Alternate answer: Country B has the
comparative advantage in the production of textiles
because Country A has a comparative advantage in the
production of wheat based on opportunity costs shown in
part a.)

Appendix
Check Your Understanding
1. a. Panel (a) illustrates this relationship. The higher price of

movies causes consumers to see fewer movies. The rela-
tionship is negative, and the slope is therefore negative.
The price of movies is the independent variable, and the
number of movies seen is the dependent variable.
However, there is a convention in economics that, if price
is a variable, it is measured on the vertical axis. So the
quantity of movies is measured on the horizontal axis.

b. Panel (c) illustrates this relationship. Since it is likely
that firms would pay more to workers with more experi-
ence, then years of experience is the independent variable
that would be shown on the horizontal axis, and the
resulting income, the dependent variable, would be
shown on the vertical axis. The slope is positive. 

c. Panel (d) illustrates this relationship. With the tempera-
ture on the horizontal axis as the independent variable,
and the consumption of hot dogs on the vertical axis as
the dependent variable, we see that there is no change in
hot dog consumption regardless of the temperature. The
slope is zero.

d. Panel (c) illustrates this relationship. When the price of
ice cream goes up, this causes consumers to choose a
close alternative, frozen yogurt. The price of ice cream is
the independent variable and the consumption of frozen
yogurt is the dependent variable. However, there is a con-

vention in economics that, if price is a variable, it is
measured on the vertical axis. The quantity of frozen
yogurt that consumers buy is on the horizontal axis. The
slope is positive.

e. Panel (d) illustrates this relationship. Because the intent
is for diet books to influence the number of pounds lost,
the number of diet books is the independent variable and
belongs on the horizontal axis. The number of pounds
lost is the dependent variable measured on the vertical
axis. The absence of a discernable relationship between
the number of diet books purchased and the weight loss
of the average dieter results in a horizontal curve. The
slope is zero.

f. Panel (b) illustrates this relationship. Although price is
the independent variable and salt consumption the
dependent variable, by convention the price appears on
the vertical axis and the quantity of salt on the horizontal
axis. Since salt consumption does not change regardless
of the price, the curve is a vertical line, and the slope is
infinity. 

2. a. The income tax rate is the independent variable and is
measured on the horizontal axis. Income tax revenue is the
dependent variable and is measured on the vertical axis.

b. If the income tax rate is 0% (there is no tax), tax revenue
is zero.

c. If the income tax rate is 100% (all of your income is
taxed), you will have no income left after tax. Since peo-
ple are unwilling to work if they receive no income after
tax, no income will be earned. As a result, there is no
income tax revenue.

d. For tax rates less than 80%, tax rate and tax revenue are
positively related, so the Laffer curve has a positive slope.
For tax rates higher than 80%, the relationship between
tax rate and tax revenue is negative, so the Laffer curve
has a negative slope. Therefore, the Laffer curve looks like
the accompanying graph with a maximum point at a tax
rate of 80%.

Module 5
Check Your Understanding
1. a. The quantity of umbrellas demanded is higher at any

given price on a rainy day than on a dry day. This is a
rightward shift of the demand curve, since at any given
price the quantity demanded rises. This implies that any
specific quantity can now be sold at a higher price.

b. The quantity of weekend calls demanded rises in response
to a price reduction. This is a movement along the demand
curve for weekend calls.

Income tax rate (percent)
80 100%0

Income
tax

revenue

S O L U T I O N S  T O  A P  R E V I E W  Q U E S T I O N S S-3



c. Demand increases, so the demand curve for second-hand
snowblowers shifts rightward. At the original equilibrium
price, the quantity of second-hand snowblowers demand-
ed exceeds the quantity supplied. This is a case of short-
age. The equilibrium price of second-hand snowblowers
will rise.

Tackle the Test: 
Multiple-Choice Questions 
1. d

2. d

3. c

4. b

5. d

Tackle the Test: 
Free-Response Question
2.

Module 7
Check Your Understanding
1. a. The decrease in the price of gasoline caused a rightward

shift in the demand for large cars. As a result of the
shift, the equilibrium price of large cars rose and the
equilibrium quantity of large cars bought and sold 
also rose.

b. The technological innovation has caused a rightward shift
in the supply of fresh paper made from recycled stock. As
a result of this shift, the equilibrium price of fresh paper
made from recycled stock has fallen and the equilibrium
quantity bought and sold has risen.

c. The fall in the price of pay-per-view movies causes a left-
ward shift in the demand for movies at local movie the-
aters. As a result of this shift, the equilibrium price of
movie tickets falls and the equilibrium number of people
who go to the movies also falls.

2. Upon the announcement of the new chip, the demand
curve for computers using the earlier chip shifts leftward
(demand decreases), and the supply curve for these com-
puters shifts rightward (supply increases).

a. If demand decreases relatively more than supply 
increases, then the equilibrium quantity falls, as shown
here:

Q1Q2 Quantity of oranges

P1

P2

Price of
oranges

S1

S2

D

E1

E2

c. The demand for roses increases the week of Valentine’s
Day. This is a rightward shift of the demand curve.

d. The quantity of gasoline demanded falls in response to a
rise in price. This is a movement along the demand curve.

Tackle the Test: 
Multiple-Choice Questions 
1. e

2. a

3. c

4. d

5. a

Tackle the Test: 
Free-Response Question
2.

Module 6
Check Your Understanding
1. a. The quantity of houses supplied rises as a result of an

increase in prices. This is a movement along the supply
curve.

b. The quantity of strawberries supplied is higher at any
given price. This is an increase in supply, which shifts the
supply curve to the right.

c. The quantity of labor supplied is lower at any given wage.
This is a decrease in supply, which shifts the supply curve
leftward compared to the supply curve during school
vacation. So, in order to attract workers, fast-food chains
have to offer higher wages.

d. The quantity of labor supplied rises in response to a rise
in wages. This is a movement along the supply curve.

e. The quantity of cabins supplied is higher at any given
price. This is an increase in supply, which shifts the supply
curve to the right.

2. a. This is an increase in supply, so the supply curve shifts
rightward. At the original equilibrium price of the year
before, the quantity of grapes supplied exceeds the quan-
tity demanded, and the result is a surplus. The price of
grapes will fall.

b. This is a decrease in demand, so the demand curve
shifts leftward. At the original equilibrium price, the
quantity of hotel rooms supplied exceeds the quantity
demanded. The result is a surplus. The rates for hotel
rooms will fall.

Price of apples

Quantity of apples

D1

D2
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b. If supply increases relatively more than demand
decreases, then the equilibrium quantity rises, as 
shown here:

In both cases, the equilibrium price falls.

Tackle the Test: 
Multiple-Choice Questions 
1. d

2. b

3. a

4. a

5. c

Tackle the Test: 
Free-Response Question
2.

Q1 Q2

Quantity (cups of coffee)

P1

P2

Price of
coffee

(per cup)
S1

S2

D
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E2

Q2Q1

Quantity of computers
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P2

Price of 
computer
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D1

S2

D2

E1

E2

Q1Q2

Quantity of computers

P1

P2

Price of
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S1

D1

S2

D2

E1

E2

Module 8
Check Your Understanding
1.

a. Fewer homeowners are willing to rent out their driveways
because the price ceiling has reduced the payment they
receive. This is an example of a fall in price leading to a
fall in the quantity supplied. This is shown in the accom-
panying diagram by the movement from point E to point
A along the supply curve, a reduction in quantity of 400
parking spaces.

b. The quantity demanded increases by 400 spaces as the
price decreases. At a lower price, more fans are willing to
drive and rent a parking space. It is shown in the diagram
by the movement from point E to point B along the
demand curve.

c. Under a price ceiling, the quantity demanded exceeds
the quantity supplied; as a result, shortages arise. In
this case, there will be a shortage of 800 parking
spaces. It is shown by the horizontal distance between
points A and B.

d. Price ceilings result in wasted resources. The additional
time fans spend to guarantee a parking space is wasted
time.

e. Price ceilings lead to the inefficient allocation of goods—
here, the parking spaces—to consumers. If less serious
fans with connections end up with the parking spaces,
diehard fans have no place to park.

f. Price ceilings lead to black markets.

2. a. False. By lowering the price that producers receive, 
a price ceiling leads to a decrease in the quantity 
supplied.

b. True. A price ceiling leads to a lower quantity supplied
than in an efficient, unregulated market. As a result,
some people who would have been willing to pay the
market price, and so would have gotten the good in an
unregulated market, are unable to obtain it when a price
ceiling is imposed.

c. True. Those producers who still sell the product now
receive less for it and are therefore worse off. Other pro-
ducers will no longer find it worthwhile to sell the prod-
uct at all and so will also be made worse off.

3,200 3,6000 4,000 4,400 4,800
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Tackle the Test: 
Free-Response Question
2.

Module 9
Check Your Understanding
1. a. The price of a ride is $7 since the quantity demanded at

this price is 6 million: $7 is the demand price of 6 million
rides. This is represented by point A in the accompanying
figure.

b. At 6 million rides, the supply price is $3 per ride, repre-
sented by point B in the figure. The wedge between the
demand price of $7 per ride and the supply price of $3
per ride is the quota rent per ride, $4. This is represented
in the figure above by the vertical distance between
points A and B.

c. The quota discourages 4 million mutually beneficial
transactions. The shaded triangle in the figure represents
the deadweight loss.

d. At 9 million rides, the demand price is $5.50 per ride,
indicated by point C in the accompanying figure, and
the supply price is $4.50 per ride, indicated by point D.
The quota rent is the difference between the demand
price and the supply price: $1. The deadweight loss is
represented by the shaded triangle in the figure. As 
you can see, the deadweight loss is smaller when the
quota is set at 9 million rides than when it is set at 
6 million rides.
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3.

a. Some gas station owners will benefit from getting a
higher price. QF indicates the sales made by these own-
ers. But some will lose; there are those who make sales
at the market equilibrium price of PE but do not make
sales at the regulated price of PF. These missed sales are
indicated on the graph by the fall in the quantity
demanded along the demand curve, from point E to
point A.

b. Those who buy gas at the higher price of PF will proba-
bly receive better service; this is an example of ineffi-
ciently high quality caused by a price floor as gas station
owners compete on quality rather than price. But oppo-
nents are correct to claim that consumers are generally
worse off—those who buy at PF would have been happy
to buy at PE, and many who were willing to buy at a
price between PE and PF are now unwilling to buy. This
is indicated on the graph by the fall in the quantity
demanded along the demand curve, from point E to
point A.

c. Proponents are wrong because consumers and some gas
station owners are hurt by the price floor, which cre-
ates “missed opportunities”—desirable transactions
between consumers and station owners that never take
place. The deadweight loss, the net gains forgone
because of missed opportunities, is indicated by the
shaded area in the accompanying figure. Moreover, the
inefficiency of wasted resources arises as consumers
spend time and money driving to other states. The price
floor also tempts people to engage in black market
activity. With the price floor, only QF units are sold.
But at prices between PE and PF , there are drivers who
together want to buy more than QF and owners who
are willing to sell to them, a situation likely to lead to
illegal activity.

Tackle the Test: 
Multiple-Choice Questions 
1. e

2. b

3. e

4. b

5. c

Price of gas

Quantity of gas

E

D

S
BA

Price
floor

QF QE

PF

PE
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2. The accompanying figure shows a decrease in demand by
4 million rides, represented by a leftward shift of the
demand curve from D1 to D2: at any given price, the
quantity demanded falls by 4 million rides. (For example,
at a price of $5, the quantity demanded falls from 
10 million to 6 million rides per year.) This eliminates
the effect of a quota limit of 8 million rides. At point E2,
the new market equilibrium, the equilibrium quantity is
equal to the quota limit; as a result, the quota has no
effect on the market.

Tackle the Test: 
Multiple-Choice Questions 
1. d

2. b

3. b

4. d

5. a
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Tackle the Test: 
Free-Response Question
2.

Module 10
Check Your Understanding
1. Let’s start by considering the relationship between the total

value added of all domestically produced final goods and
services, and aggregate spending on domestically produced
final goods and services. These two quantities are equal
because every final good and service produced in the econ-
omy is either purchased by someone or added to invento-
ries, and additions to inventories are counted as spending
by firms. Next, consider the relationship between aggregate
spending on domestically produced final goods and ser -
vices and total factor income. These two quantities are
equal because all spending that is channeled to firms to
pay for purchases of domestically produced final goods and
ser vices is revenue for firms. Those revenues must be paid
out by firms to their factors of production in the form of
wages, profit, interest, and rent. Taken together, this means
that all three methods of calculating GDP are equivalent.

2. Firms make sales to other firms, households, the govern-
ment, and the rest of the world. Households are linked to
firms through the sale of factors of production to firms,
through purchases from firms of final goods and services,
and through lending funds to firms in the financial mar-
kets. Households are linked to the government through
their payment of taxes, their receipt of transfers, and
their lending of funds to the government to finance gov-
ernment borrowing via the financial markets. Finally,
households are linked to the rest of the world through
their purchases of imports and transactions with foreign-
ers in financial markets.

3. You would be counting the value of the steel twice—once
as it was sold by American Steel to American Motors and
once as part of the car sold by American Motors.

Tackle the Test: 
Multiple-Choice Questions
1. c

2. e

Fare
(per ride)

Quantity of rides

Demand price

Supply price
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c. Country A: $4,000 (There was no price increase so it is
the same.)
Country B: $6,000/2 = $3,000 (Prices doubled.)

d. Country A: (4,000–2,000/2,000) × 100 = 100%
Country B: (3,000–2,000/2,000) × 100 = 50%

e. Country A: 4,000/20 = $200 versus Country B: 
3,000/15 = $200. It is the same.

Module 12
Check Your Understanding
1. The advent of websites that enable job-seekers to find

jobs more quickly will reduce the unemployment rate
over time. However, websites that induce discouraged
workers to begin actively looking for work again will lead
to an increase in the unemployment rate over time.

2. a. Not counted as unemployed because not actively looking
for work, but counted in broader measures of labor
underutilization as a discouraged worker.

b. Not counted as unemployed—considered employed
because the teacher has a job.

c. Unemployed: not working, actively looking for work.
d. Not unemployed, but underemployed: working part-time

for economic reasons. Counted in broader measures of
labor underutilization.

e. Not unemployed, but considered “marginally attached.”
Counted in broader measures of labor underutilization.

3. Items (a) and (b) are consistent with the observed rela-
tionship between growth in GDP and changes in the
unemployment rate. Item (c) is not.

Tackle the Test: 
Multiple-Choice Questions
1. e

2. b

3. a

4. d

5. b

Tackle the Test: 
Free-Response Questions
2. a. Employed (underemployed); she is not working up to her

full potential.
b. Not in the labor force (discouraged). Once a worker stops

actively seeking work, he or she falls out of the labor force.
c. Employed (part-time); individuals are classified as

employed if they work full or part time.
d. Not in the labor force; he is not actively seeking employment.

Module 13
Check Your Understanding
1. a. Frictional unemployment is unemployment due to the

time workers spend searching for jobs. It is inevitable
because workers may leave one job in search of another
for a variety of reasons. Furthermore, there will always be
new entrants into the labor force who are seeking a first
job. During the search process, these individuals will be
counted as part of the frictionally unemployed.

3. a

4. b

5. a

Tackle the Test: 
Free-Response Question
2. This diagram should resemble Figure 10.1 plus the top

half (the Government section) of Figure 10.2. The leak-
ages in this scenario are taxes and private savings that
feed into government borrowing and the injections are
government purchases of goods and services and govern-
ment transfers.

Module 11
Check Your Understanding
1. a. In 2009 nominal GDP was (1,000,000 × $0.40) +

(800,000 × $0.60) = $400,000 + $480,000 = $880,000.
The total value of sales of french fries in 2010 was
900,000 × $0.50 = $450,000. The total value of sales of
onion rings in 2010 was 840,000 × $0.51 = $428,400.
Nominal GDP in 2010 was $450,000 + $428,400 =
$878,400. To find real GDP in 2010, we must calculate
the value of sales in 2010 using 2009 prices: 
(900,000 × $0.40) + (840,000 × $0.60) = $360,000 +
$504,000 = $864,000.

b. A comparison of nominal GDP in 2009 to nominal GDP
in 2010 shows a decline of (($880,000 − $878,400) /
$880,000) × 100 = 0.18%. But a comparison using real
GDP shows a decline of (($880,000 − $864,000) /
$880,000) × 100 = 1.8%. That is, a calculation based on
real GDP shows a drop 10 times larger (1.8%) than a cal-
culation based on nominal GDP (0.18%): in this case,
the calculation based on nominal GDP underestimates
the true magnitude of the change because it incorporates
both quantity changes and price changes.

2. A price index based on 1990 prices will contain a rela-
tively low price of housing compared to a price index
based on 2000 prices. This means that a 2000 price 
index used to calculate real GDP in 2010 will magnify
the value of housing production in the economy and
increase the relative size of the housing sector as a com-
ponent of real GDP.

Tackle the Test: 
Multiple-Choice Questions
1. d

2. b

3. c

4. c

5. c

Tackle the Test: 
Free-Response Question
2. a. Country A: (4,000–2,000/2,000) × 100 = 100%

Country B: (6,000–2,000/2,000) × 100 = 200%
b. Country A: It stayed the same.

Country B: It doubled.

S-8 S O L U T I O N S  T O  A P  R E V I E W  Q U E S T I O N S



b. When the unemployment rate is low, frictional 
unemployment will account for a larger share of 
total unemployment because other sources of unemploy-
ment will be diminished. So the share of total unemploy-
ment composed of the frictionally unemployed will rise.

2. A binding minimum wage represents a price floor below
which wages cannot fall. As a result, actual wages cannot
move toward equilibrium. So a minimum wage causes the
quantity of labor supplied to exceed the quantity of labor
demanded. Because this surplus of labor reflects unem-
ployed workers, it affects the unemployment rate.
Collective bargaining has a similar effect—unions are able
to raise the wage above the equilibrium level. This will act
like a minimum wage by causing the number of job seek-
ers to be larger than the number of workers firms are
willing to hire. Collective bargaining causes the unem-
ployment rate to be higher than it otherwise would be, as
shown in the accompanying figure.

3. An increase in unemployment benefits reduces the cost to
individuals of being unemployed, causing them to spend
more time searching for a new job. So the natural rate of
unemployment would increase.

Tackle the Test: 
Multiple-Choice Questions
1. a

2. c

3. b

4. d

5. e

Tackle the Test: 
Free-Response Question
2. a. Frictional. Melanie is between jobs.

b. Structural. Melanie is unemployed because wages are not
at the market equilibrium.

c. Cyclical. Melanie is unemployed due to an economic
slowdown (recession).

Module 14
Check Your Understanding
1. Shoe-leather costs as a result of inflation will be lower

because it is now less costly for individuals to manage
their assets in order to economize on their money hold-

Wage
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Quantity
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QD QE
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WE
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Labor supply

Labor demand

E

Unemployed

Union-
negotiated
wage

ings. ATM machines, for example, give customers 
24-hour access to cash in thousands of locations. This
reduction in the cost of obtaining money translates into
lower shoe-leather costs.

2. If inflation came to a complete stop for several years, the
inflation rate of zero would be less than the expected in -
flation rate of 2–3%. Because the real interest rate is the
nominal interest rate minus the inflation rate, the real
interest rates on loans would be higher than expected,
and lenders would gain at the expense of borrowers.
Borrowers would have to repay their loans with funds
that had a higher real value than had been expected.

Tackle the Test: 
Multiple-Choice Questions
1. e

2. c

3. b

4. d

5. c

Tackle the Test: 
Free-Response Question
2. a. 0%

b. You borrowed enough money to buy a couch and paid
back just enough to buy the same couch (after inflation).
Therefore, you gained the benefit of the loan without
paying any real interest for it.

c. Whoever gave you the loan lost. The loan was paid back
after prices unexpectedly increased, so the lender received
a real interest rate of 0% for letting you use the money
for a year.

Module 15
Check Your Understanding
1. Pre–frost, this market basket costs (100 × $0.20) + (50 ×

$0.60) + (200 × $0.25) = $20 + $30 + $50 = $100. The
same market basket, post -frost, costs (100 × $0.40) +
(50 × $1.00) + (200 × $0.45) = $40 + $50 + $90 = $180.
So the price index is ($100/$100) × 100 = 100 before the
frost and ($180/$100) × 100 = 180 after the frost, imply-
ing a rise in the price index of 80%. This increase in the
price index is less than the 84.2% increase calculated in
the text. The reason for this difference is that the new
market basket of 100 oranges, 50 grapefruit, and 200
lemons contains proportionately more of an item that
has experienced a relatively small price increase (the
lemons, the price of which has increased by 80%) and
proportionately fewer of an item that has experienced a
relatively large price increase (the oranges, the price of
which has increased by 100%). This shows that the price
index can be very sensitive to the composition of the
market basket. If the market basket contains a large pro-
portion of goods whose prices have risen faster than the
prices of other goods, it will lead to a higher estimate of
the increase in the price level. If it contains a large pro-
portion of goods whose prices have risen more slowly
than the prices of other goods, it will lead to a lower esti-
mate of the increase in the price level.
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b. A rise in the cost of borrowing is equivalent to a rise in
the interest rate: fewer investment spending projects are
now profitable to producers, whether they are financed
through borrowing or retained earnings. As a result, pro-
ducers will reduce the amount of planned investment
spending.

c. A sharp increase in the rate of real GDP growth leads to
a higher level of planned investment spending by produc-
ers as they increase production capacity to meet higher
demand.

d. As sales fall, producers sell less, and their inventories
grow. This leads to positive unplanned inventory 
investment.

Tackle the Test: 
Multiple-Choice Questions
1. d

2. c

3. b

4. d

5. a

Tackle the Test: 
Free-Response Question 
2. 1. The interest rate is the price (or opportunity cost) of

investing, thus they are negatively related.
2. Expected future real GDP—if a firm expects its sales to

grow rapidly in the future, it will invest in expanded pro-
duction capacity. 

3. Production capacity—if a firm finds its existing production
capacity insufficient for its future production needs, it will
undertake investment spending to meet those needs.

Module 17
Check Your Understanding
1. a. This is a shift of the aggregate demand curve. A decrease

in the quantity of money raises the interest rate, since
people now want to borrow more and lend less. A higher
interest rate reduces investment and consumer spending
at any given aggregate price level, so the aggregate
demand curve shifts to the left.

b. This is a movement up along the aggregate demand curve.
As the aggregate price level rises, the real value of money
holdings falls. This is the interest rate effect of a change
in the aggregate price level: as the value of money falls,
people want to hold more money. They do so by borrow-
ing more and lending less. This leads to a rise in the
interest rate and a reduction in consumer and investment
spending. So it is a movement along the aggregate
demand curve.

c. This is a shift of the aggregate demand curve.
Expectations of a poor job market, and so lower average
disposable incomes, will reduce people’s consumer spend-
ing today at any given aggregate price level. So the aggre-
gate demand curve shifts to the left.

d. This is a shift of the aggregate demand curve. A fall in tax
rates raises people’s disposable income. At any given
aggregate price level, consumer spending is now higher.
So the aggregate demand curve shifts to the right.

2. a. A market basket determined 10 years ago will contain
fewer cars than at present. Given that the average price of
a car has grown faster than the average prices of other
goods, this basket will underestimate the true increase in
the price level because it contains relatively too few cars.

b. A market basket determined 10 years ago will not contain
broadband Internet access, so it cannot track the fall in
prices of Internet access over the past few years. As a result,
it will overestimate the true increase in the price level.

3. Using Equation 15-2, the inflation rate from 2006 to
2007 is (207.3 − 201.6)/201.6 × 100 = 2.8%.

Tackle the Test: 
Multiple-Choice Questions
1. d

2. c

3. e

4. b

5. b

Tackle the Test: 
Free-Response Question
2. GDP Deflator CPI

2004–05: (3.2/96.8) × 100 = 3.3% (6.4/188.9) × 100 = 3.4%
2005–06: (3.3/100.0) × 100 = 3.3% (6.3/195.3) × 100 = 3.2%

Module 16
Check Your Understanding
1. A decline in investment spending, like a rise in investment

spending, has a multiplier effect on real GDP—the only
difference in this case is that real GDP falls instead of
rises. The fall in I leads to an initial fall in real GDP, which
leads to a fall in disposable income (because less produc-
tion means a decrease in payments to workers), which
leads to lower consumer spending, which leads to another
fall in real GDP, and so on. So consumer spending falls as
an indirect result of the fall in investment spending.

2. When MPC is 0.5, the multiplier is equal to 1/(1 − 0.5)
= 1/0.5 = 2. When MPC is 0.8, the multiplier is equal to
1/(1 − 0.8) = 1/0.2 = 5.

3. If you expect your future disposable income to fall, you
would like to save some of today’s disposable income to
tide you over in the future. But you cannot do this if you
cannot save. If you expect your future disposable income
to rise, you would like to spend some of tomorrow’s
higher income today. But you cannot do this if you can-
not borrow. If you cannot save or borrow, your expected
future disposable income will have no effect on your con-
sumer spending today. In fact, your MPC must always
equal 1: you must consume all your current disposable
income today, and you will be unable to smooth your
consumption over time.

4. a. An unexpected increase in consumer spending will result
in a reduction in inventories as producers sell items from
their inventories to satisfy this short -term increase in
demand. This is negative unplanned inventory investment:
it reduces the value of producers’ inventories.
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e. This is a movement down along the aggregate demand
curve. As the aggregate price level falls, the real value of
assets rises. This is the wealth effect of a change in the
aggregate price level: as the value of assets rises, people
will increase their consumption plans. This leads to high-
er consumer spending. So it is a movement along the
aggregate demand curve.

f. This is a shift of the aggregate demand curve. A rise in
the real value of assets in the economy due to a surge in
real estate values raises consumer spending at any given
aggregate price level. So the aggregate demand curve
shifts to the right.

Tackle the Test: 
Multiple-Choice Questions
1. d

2. c

3. c

4. a

5. a

Tackle the Test: 
Free-Response Question
2. The two effects that cause the aggregate demand curve to

have a downward slope are the wealth effect and the
interest rate effect of a change in the aggregate price level. 

The wealth effect: When the price level increases, the
purchasing power of money decreases, causing consumers
to scale back on spending. Because consumer spending is
a component of aggregate demand, increases in the aggre-
gate price level lead to decreases in the quantity of aggre-
gate output demanded. The opposite is true for decreases
in the price level. This negative relationship between the
price level and the quantity of aggregate output demanded
results in a downward-sloping aggregate demand curve. 

The interest rate effect: Increases in the aggregate price
level cause people to want to hold more money, which
increases the demand for money and drives interest rates
up. Higher interest rates reduce investment spending
because it costs more to borrow money. Thus, a rise in the
price level leads to less investment spending, which is a
component of aggregate demand, and causes the quantity
of aggregate output demanded to decrease (and vice versa).
The result is a downward-sloping aggregate demand curve.

Module 18
Check Your Understanding 
1. a. This represents a movement along the SRAS curve because

the CPI—like the GDP deflator—is a measure of the
aggregate price level, the overall price level of final goods
and services in the economy.

b. This represents a shift of the SRAS curve because oil is a
commodity. The SRAS curve will shift to the right because
production costs are now lower, leading to a higher quan-
tity of aggregate output supplied at any given aggregate
price level.

c. This represents a shift of the SRAS curve because it
involves a change in nominal wages. An increase in legal-
ly mandated benefits to workers is equivalent to an

increase in nominal wages. As a result, the SRAS curve
will shift leftward because production costs are now high-
er, leading to a lower quantity of aggregate output sup-
plied at any given aggregate price level.

2. You would need to know what happened to the aggregate
price level. If the increase in the quantity of aggregate
output supplied was due to a movement along the SRAS
curve, the aggregate price level would have increased at
the same time as the quantity of aggregate output sup-
plied increased. If the increase in the quantity of aggre-
gate output supplied was due to a rightward shift of the
LRAS curve, the aggregate price level might not rise.
Alternatively, you could make the determination by
observing what happened to aggregate output in the long
run. If it fell back to its initial level in the long run, then
the temporary increase in aggregate output was due to a
movement along the SRAS curve. If it stayed at the higher
level in the long run, the increase in aggregate output
was due to a rightward shift of the LRAS curve.

Tackle the Test: 
Multiple-Choice Questions
1. e

2. a

3. c

4. d

5. e

Tackle the Test: 
Free-Response Questions

2. a. The vertical axis should be labeled “Aggregate price level”
(or “Price level”), the horizontal axis should be labeled
“Real GDP” and the graph should show an upward slop-
ing curve labeled “SRAS.”

b. SRAS shifts to the left.
c. an increase in commodity prices, an increase in nominal

wages, and a decrease in productivity

Module 19
Check Your Understanding
1. a. An increase in the minimum wage raises the nominal

wage and, as a result, shifts the short -run aggregate sup-
ply curve to the left. As a result of this negative supply

Real GDP

Aggregate
price
level SRAS2

SRAS1
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b. This is an expansionary fiscal policy because it is an
increase in government transfers that will increase dis-
posable income.

c. This is a contractionary fiscal policy because it is an
increase in taxes, which will reduce disposable income.

2. Federal disaster relief that is quickly disbursed is more
effective at stabilizing the economy than legislated aid
because there is very little time lag between the time of
the disaster and the time when relief is received by vic-
tims. In contrast, the process of creating new legislation is
relatively slow, so legislated aid is likely to entail a time lag
in its disbursement, potentially destabilizing the economy.

3. a. An economy is overstimulated when an inflationary gap is
present. This will arise if an expansionary monetary or fis-
cal policy is implemented when the economy is currently
in long -run macroeconomic equilibrium. This shifts the
aggregate demand curve to the right, in the short run rais-
ing the aggregate price level and aggregate output and cre-
ating an inflationary gap. Eventually, nominal wages will
rise and shift the short -run aggregate supply curve to the
left, and aggregate output will fall back to potential out-
put. This is the scenario envisaged by the speaker.

b. No, this is not a valid argument. When the economy is not
currently in long -run macroeconomic equilibrium, an
expansionary monetary or fiscal policy does not lead to the
outcome described above. Suppose a negative demand
shock has shifted the aggregate demand curve to the left,
resulting in a recessionary gap. An expansionary monetary
or fiscal policy can shift the aggregate demand curve back
to its original position in long -run macroeconomic equilib-
rium. In this way, the short- run fall in aggregate output
and deflation caused by the original negative demand
shock can be avoided. So, if used in response to demand
shocks, fiscal or monetary policy is an effective policy tool.

Tackle the Test: 
Multiple-Choice Questions
1. e

2. e

3. b

4. b

5. a

Tackle the Test: 
Free-Response Questions
2. a.

b. Expansionary
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level
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LRAS SRAS

AD

E
PE

shock, the aggregate price level rises and aggregate 
output falls.

b. Increased investment spending shifts the aggregate
demand curve to the right. As a result of this positive
demand shock, both the aggregate price level and aggre-
gate output rise.

c. An increase in taxes and a reduction in government
spending both result in negative demand shocks, shifting
the aggregate demand curve to the left. As a result, both
the aggregate price level and aggregate output fall.

d. This is a negative supply shock, shifting the short -run
aggregate supply curve to the left. As a result, the aggre-
gate price level rises and aggregate output falls.

2. As long -run growth increases potential output, the long -
run aggregate supply curve shifts to the right. If, in the
short run, there is now a recessionary gap (aggregate out-
put is less than potential output), nominal wages will
fall, shifting the short -run aggregate supply curve to the
right. This results in a fall in the aggregate price level and
a rise in aggregate output. As prices fall, we move along
the aggregate demand curve due to the wealth and inter-
est rate effects of a change in the aggregate price level.
Eventually, as long -run macroeconomic equilibrium is
reestablished, aggregate output will rise to be equal to
potential output, and the aggregate price level will fall to
the level that equates the quantity of aggregate output
demanded with potential output.

Tackle the Test: 
Multiple-Choice Questions
1. c

2. a

3. d

4. b

5. b

Tackle the Test: 
Free-Response Question
2.

Module 20
Check Your Understanding
1. a. This is a contractionary fiscal policy because it is a reduc-

tion in government purchases of goods and services.
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c. Decrease taxes, increase government purchases of goods
and services, or increase government transfers

Module 21
Check Your Understanding
1. A $500 million increase in government purchases of

goods and services directly increases aggregate spending
by $500 million, which then starts the multiplier in
motion. It will increase real GDP by $500 million ×
1/(1 − MPC). A $500 million increase in government
transfers increases aggregate spending only to the extent
that it leads to an increase in consumer spending.
Consumer spending rises by MPC × $1 for every $1
increase in disposable income, where MPC is less than 1.
So a $500 million increase in government transfers will
cause a rise in real GDP only MPC times as much as a
$500 million increase in government purchases of goods
and services. It will increase real GDP by $500 million ×
MPC/(1 − MPC).

2. If government purchases of goods and services fall by
$500 million, the initial fall in aggregate spending is
$500 million. If there is a $500 million tax increase, the
initial fall in aggregate spending is MPC × $500 million,
which is less than $500 million because some of the tax
payments are made with money that would otherwise
have been saved rather than spent.

3. Boldovia will experience greater variation in its real GDP
than Moldovia because Moldovia has automatic stabiliz-
ers while Boldovia does not. In Moldovia the effects of
slumps will be lessened by unemployment insurance ben-
efits, which will support residents’ incomes, while the
effects of booms will be diminished because tax revenues
will go up. In contrast, incomes will not be supported in
Boldovia during slumps because there is no unemploy-
ment insurance. In addition, because Boldovia has lump-
sum taxes, its booms will not be diminished by increases
in tax revenue.

Tackle the Test: 
Multiple-Choice Questions
1. c

2. b

3. b

4. c

5. e

Tackle the Test: 
Free-Response Questions
2. a. $50 million

multiplier = 1/(1 − MPC) = 1/(1 − 0.75) = 1/0.25 = 4
change in G × 4 = $200 million
change in G = $50 million

b. 10
$20 × multiplier = $200 million
multiplier = 200/20 = 10

c. 0.1 
1/(1 − MPC) = 1/MPS = 10
MPS = 0.1

Module 22
Check Your Understanding
1. The transaction costs for (a) a bank deposit and (b) a

share of a mutual fund are approximately equivalent
because each can typically be accomplished by making a
phone call, going online, or visiting a branch office.
Transaction costs are highest for (c) a share of a family
business since finding a buyer for the share consumes time
and resources. The level of risk is lowest for (a) a bank
deposit, since these deposits are insured by the Federal
Deposit Insurance Corporation (FDIC) up to $250,000;
somewhat higher for (b) a share of a mutual fund since
despite diversification, there is still risk associated with
holding stocks; and highest for (c) a share of a family busi-
ness since this investment is not diversified. The level of
liquidity is the lowest for (c) a share of a family business,
since it can be sold only with the unanimous agreement of
other members and it will take some time to find a buyer;
higher for (b) a share of a mutual fund, since it will take
only a few days between selling your shares and the pay-
ment being processed; and highest for (a) a bank deposit,
since withdrawals can usually be made immediately.

2. Economic development and growth are the result of, among
other factors, investment spending on physical capital.
Since investment spending is equal to savings, the greater
the amount saved, the higher investment spending will be,
and so the higher growth and economic development will
be. So the existence of institutions that facilitate savings
will help a country’s growth and economic development. As
a result, a country with a financial system that provides low
transaction costs, opportunities for diversification of risk,
and high liquidity to its savers will experience faster growth
and economic development than a country that doesn’t. 

Tackle the Test: 
Multiple-Choice Questions
1. d

2. e

3. a

4. d

5. b

Tackle the Test: 
Free-Response Questions
2. Mutual fund–a financial intermediary that creates a

stock portfolio by buying and holding shares in compa-
nies and then selling shares of the stock portfolio to indi-
vidual investors.

Life insurance company–a firm that guarantees a
payment to the policyholder’s beneficiaries (typically, the
family) when the policyholder dies.

Bank–an institution that helps resolve the conflict
between lenders’ needs for liquidity and the illiquid
financing needs of borrowers who don’t want to use the
stock or bond markets.

Pension fund–a nonprofit institution that collects the
savings of its members and invests those funds in a vari-
ety of assets, providing its members with income when
they retire.
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worth only $1/1.10 = $0.91. But when the interest rate is
2%, $1 arriving one year from today is worth $1/1.02 =
$0.98, a sizable increase. As a result, project B, which has
a benefit one year from today, becomes more attractive.
And project C, which has a cost one year from today,
becomes less attractive.

Tackle the Test: 
Multiple-Choice Questions
1. e

2. b

3. c

4. d

5. b

Tackle the Test: 
Free-Response Questions
2. a. $1,000 × (1.05)3 = $1,000 × 1.16 = $1,157.63

b. $1,000/(1.05)3 = $863.84

Module 25
Check Your Understanding
1. Even though you know that the rumor about the bank is

not true, you are concerned about other depositors
pulling their money out of the bank. And you know that
if enough other depositors pull their money out, the bank
will fail. In that case, it is rational for you to pull your
money out before the bank fails. All depositors will think
like this, so even if they all know that the rumor is false,
they may still rationally pull their money out, leading to
a bank run. Deposit insurance leads depositors to worry
less about the possibility of a bank run. Even if a bank
fails, the FDIC will currently pay each depositor up to
$250,000 per account. This will make you much less like-
ly to pull your money out in response to a rumor. Since
other depositors will think the same, there will be no
bank run.

2. The aspects of modern bank regulation that would frus-
trate this scheme are capital requirements and reserve
requirements. Capital requirements mean that a bank has
to have a certain amount of capital—the difference
between its assets (loans plus reserves) and its liabilities
(deposits). So the con artist could not open a bank with-
out putting any of his own wealth in because his bank
would need the required amount of capital—that is, it
needs to hold more assets (loans plus reserves) than
deposits. So the con artist would be at risk of losing his
own wealth if his loans turn out badly.

3. Since they have to hold only $100 in reserves, instead of
$200, banks now lend out $100 of their reserves.
Whoever borrows the $100 will deposit it in a bank (or
spend it, and the recipient will deposit it in a bank),
which will lend out $100 × (1 − rr) = $100 × 0.9 = $90.
The borrowed $90 will likewise find its way into a bank,
which will lend out $90 × 0.9 = $81, and so on. Overall,
deposits will increase by $100/0.1 = $1,000.

4. Silas puts $1,000 in the bank, of which the bank lends
out $1,000 × (1 − rr) = $1,000 × 0.9 = $900. Whoever

Module 23
Check Your Understanding
1. The defining characteristic of money is its liquidity: how

easily it can be used to purchase goods and services.
Although a gift certificate can easily be used to purchase
a very defined set of goods or services (the goods or serv-
ices available at the store issuing the gift certificate), it
cannot be used to purchase any other goods or services. A
gift certificate is therefore not money since it cannot eas-
ily be used to purchase all goods or services.

2. Again, the important characteristic of money is its liquid-
ity: how easily it can be used to purchase goods and serv-
ices. M1, the narrowest definition of the money supply,
consists only of currency in circulation, traveler’s checks,
and checkable bank deposits. CDs aren’t checkable–and
they can’t be made checkable without incurring a cost
because there’s a penalty for early withdrawal. This makes
them less liquid than the assets counted in M1.

3. Commodity-backed money uses resources more efficient-
ly than simple commodity money, like gold and silver
coins, because commodity-backed money ties up fewer
valuable resources. Although a bank must keep some of
the commodity—generally gold and silver—on hand, it has
to keep only enough to satisfy demand for redemptions.
It can then lend out the remaining gold and silver, which
allows society to use these resources for other purposes,
with no loss in the ability to achieve gains from trade.

Tackle the Test: 
Multiple-Choice Questions
1. d

2. c

3. e

4. a

5. b

Tackle the Test: 
Free-Response Questions
2. a. its official status given by the U.S. government

b. fiat money
c. commodity money–money that has intrinsic value in

other uses.
Commodity-backed money–money that has no intrinsic
value but can be converted into valuable goods on
demand.

Module 24
Check Your Understanding
1. a. The net present value of project A is unaffected by the

interest rate since it is money received today; its present
value is still $100. The net present value of project B is
now −$10 + $115/1.02 = $102.75. The net present value
of project C is now $119 − $20/1.02 = $99.39. Project B
is now preferred.

b. When the interest rate is lower, the cost of waiting for
money that arrives in the future is lower. For example, at
a 10% interest rate, $1 arriving one year from today is
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borrows the $900 will keep $450 in cash and deposit
$450 in the bank. The bank will lend out $450 × 0.9 =
$405. Whoever borrows the $405 will keep $202.50 in
cash and deposit $202.50 in the bank. The bank will lend
out $202.50 × 0.9 = $182.25, and so on. Overall this
leads to an increase in deposits of $1,000 + $450 +
$202.50 + . . . But it decreases the amount of currency in
circulation: the amount of cash is reduced by the $1,000
Silas puts into the bank. This is offset, but not fully, by
the amount of cash held by each borrower. The amount
of currency in circulation therefore changes by −$1,000 +
$450 + $202.50 + . . . The money supply therefore
increases by the sum of the increase in deposits and the
change in currency in circulation, which is $1,000 −
$1,000 + $450 + $450 + $202.50 + $202.50 + . . . and 
so on.

Tackle the Test: 
Multiple-Choice Questions
1. d

2. a

3. e

4. c

5. d

Tackle the Test: 
Free-Response Questions
2. a. The bank must hold $5,000 as required reserves (5% of

$100,000). It is holding $10,000, so $5,000 must be
excess reserves.

b. The bank must hold an additional $50 as reserves
because that is the reserve requirement multiplied by the
deposit: 5% of $1,000. The bank can lend out $950.

c. The money multiplier is 1/0.05 = 20. An increase of
$2,000 in excess reserves can increase the money supply
by $2,000 × 20 = $40,000.

Module 26
Check Your Understanding
1. The Panic of 1907, the S&L crisis, and the crisis of 2008

all involved losses by financial institutions that were less
regulated than banks. In the crises of 1907 and 2008,
there was a widespread loss of confidence in the financial
sector and collapse of credit markets. Like the crisis of
1907 and the S&L crisis, the crisis of 2008 exerted a pow-
erful negative effect on the economy.

2. The creation of the Federal Reserve failed to prevent bank
runs because it did not eradicate the fears of depositors
that a bank collapse would cause them to lose their
money. The bank run eventually stopped after federal
deposit insurance was instituted and the public came to
understand that their deposits were protected.

3. The balance sheet effect occurs when asset sales cause
declines in asset prices, which then reduce the value of
other firms’ net worth as the value of the assets on their
balance sheets declines. In the vicious cycle of deleveraging,
the balance sheet effect on firms forces their creditors to
call in their loan contracts, forcing the firms to sell assets

to pay back their loans, leading to further asset sales and
price declines. Because the vicious cycle of deleveraging
occurs across different firms and no single firm can stop it,
it is necessary for the government to step in to stop it.

Tackle the Test: 
Multiple-Choice Questions
1. a

2. a

3. b

4. d

5. e

Tackle the Test: 
Free-Response Questions
2. a. oversee the Federal Reserve System and serve on the

Federal Open Market Committee
b. 7
c. the president of the United States
d. 14-year terms
e. to insulate appointees from political pressure
f. 4 years; may be reappointed

Module 27
Check Your Understanding
1. An open-market purchase of $100 million by the Fed

increases banks’ reserves by $100 million as the Fed cred-
its their accounts with additional reserves. In other
words, this open-market purchase increases the monetary
base (currency in circulation plus bank reserves) by $100
million. Banks lend out the additional $100 million.
Whoever borrows the money puts it back into the bank-
ing system in the form of deposits. Of these deposits,
banks lend out $100 million × (1 − rr) = $100 million ×
0.9 = $90 million. Whoever borrows the money deposits
it back into the banking system. And banks lend out $90
million × 0.9 = $81 million, and so on. As a result, bank
deposits increased by $100 million + $90 million + $81
million + . . . = $100 million/rr = $100 million/0.1 =
$1,000 million = $1 billion. Since in this simplified
example all money lent out is deposited back into the
banking system, there is no increase of currency in circu-
lation, so the increase in bank deposits is equal to the
increase in the money supply. In other words, the money
supply increases by $1 billion. This is greater than the
increase in the monetary base by a factor of 10: in this
simplified model in which deposits are the only compo-
nent of the money supply and in which banks hold no
excess reserves, the money multiplier is 1/rr = 10.

Tackle the Test: 
Multiple-Choice Questions
1. d

2. e

3. d

4. b

5. c
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Tackle the Test: 
Free-Response Question
2.

At an interest rate below equilibrium, the quantity of
money demanded exceeds the quantity of money supplied.
People want to shift more of their wealth out of interest-
bearing assets such as CDs and hold it as money instead.
Because the quantity of interest-bearing nonmoney assets
demanded is less than the quantity supplied, those trying
to sell these assets will have to offer a higher interest rate
to attract buyers. As the interest rate rises, the quantity of
money demanded decreases. This process continues until
the market returns to equilibrium.

Module 29
Check Your Understanding
1. a. As capital flows into the economy, the supply of loanable

funds increases. This is illustrated by the shift of the sup-
ply curve from S1 to S2 in the accompanying diagram. As
the equilibrium moves from E1 to E2, the equilibrium
interest rate falls from r1 to r2, and the equilibrium quan-
tity of loanable funds increases from Q1 to Q2.

b. Savings fall due to the higher proportion of retired peo-
ple, and the supply of loanable funds decreases. This is
illustrated by the leftward shift of the supply curve from
S1 to S2 in the accompanying diagram. The equilibrium
moves from E1 to E2, the equilibrium interest rate rises
from r1 to r2, and the equilibrium quantity of loanable
funds falls from Q1 to Q2.

Quantity
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rL

Interest
rate, r

E

MD
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Q2Q1 Quantity of 
loanable funds
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Interest
rate, r

S1

S2

E1

E2

D

Tackle the Test:  
Free-Response Question
2. 1) provide financial services to depository 

institutions—regional Federal Reserve banks
2) supervise and regulate banking institutions—regional

Federal Reserve banks and the Board of Governors
3) maintain the stability of the financial system—the

Board of Governors
4) conduct monetary policy—the Federal Open Market

Committee

Module 28
Check Your Understanding
1. a. By increasing the opportunity cost of holding money, a

high interest rate reduces the quantity of money demand-
ed. This is a movement up and to the left along the
money demand curve.

b. A 10% fall in prices reduces the quantity of money
demanded at any given interest rate, shifting the money
demand curve leftward.

c. This technological change reduces the quantity of money
demanded at any given interest rate, so it shifts the
money demand curve leftward.

d. Payments in cash require employers to hold more 
money, increasing the quantity of money demanded at
any given interest rate. So it shifts the money demand
curve rightward.

2. a. A 1% purchase fee on debit/credit card transactions 
for purchases less than $50 increases the benefit of hold-
ing cash because consumers will save money by paying
with cash.

b. An increase in the interest paid on six-month CDs raises
the opportunity cost of holding cash because holding
cash requires forgoing the higher interest paid.

c. A fall in real estate prices has no effect on the opportuni-
ty cost or benefit of holding cash because real estate is an
illiquid asset and therefore isn’t relevant in the decision
of how much cash to hold. Also, real estate transactions
are generally not carried out using cash.

d. Because many purchases of food are made in cash, a sig-
nificant increase in the cost of food increases the benefit
of holding cash.

Tackle the Test: 
Multiple-Choice Questions
1. d

2. d

3. b

4. d

5. e
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2. We know from the loanable funds market that as the
interest rate rises, households want to save more and con-
sume less. But at the same time, an increase in the interest
rate lowers the number of investment spending projects
with returns at least as high as the interest rate. The state-
ment “households will want to save more money than
businesses will want to invest” cannot represent an equilib-
rium in the loanable funds market because it says that the
quantity of loanable funds offered exceeds the quantity of
loanable funds demanded. If that were to occur, the inter-
est rate would fall to make the quantity of loanable funds
offered equal to the quantity of loanable funds demanded. 

3. a. The real interest rate will not change. According to the
Fisher effect, an increase in expected inflation drives up
the nominal interest rate, leaving the real interest rate
unchanged.

b. The nominal interest rate will rise by 3%. Each additional
percentage point of expected inflation drives up the nom-
inal interest rate by 1 percentage point.

c. As long as inflation is expected, it does not affect the
equilibrium quantity of loanable funds. Both the supply
and demand curves for loanable funds are pushed
upward, leaving the equilibrium quantity of loanable
funds unchanged.

Tackle the Test: 
Multiple-Choice Questions
1. c

2. b

3. b

4. c

5. a

Tackle the Test: 
Free-Response Questions
2. a. This causes an increase (rightward shift) in the supply of

loanable funds.
b. This causes a decrease (leftward shift) in the demand for

loanable funds.
c. This causes an increase (rightward shift) in the demand

for loanable funds.
d. This causes a decrease (leftward shift) in the supply of

loanable funds.

Q1Q2 Quantity of 
loanable funds

r2

r1

Interest
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S2

S1

E2

E1
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Module 30
Check Your Understanding
1. The actual budget balance takes into account the effects

of the business cycle on the budget deficit. During reces-
sionary gaps, it incorporates the effect of lower tax rev-
enues and higher transfers on the budget balance; during
inflationary gaps, it incorporates the effect of higher tax
revenues and reduced transfers. In contrast the cyclically
adjusted budget balance factors out the effects of the
business cycle and assumes that real GDP is at potential
output. Since, in the long run, real GDP tends to poten-
tial output, the cyclically adjusted budget balance is a bet-
ter measure of the long-run sustainability of government
policies.

2. In recessions, real GDP falls. This implies that consumers’
incomes, consumer spending, and producers’ profits also
fall. So in recessions, states’ tax revenue (which depends
in large part on consumers’ income, consumer spending,
and producers’ profits) falls. In order to balance the state
budget, states have to cut spending or raise taxes, but that
deepens the recession. States without a balanced-budget
requirement don’t have to take steps that would make
things worse during a recession, and they can use expan-
sionary fiscal policy to lessen the fall in real GDP.

3. a. A higher growth rate of real GDP implies that tax rev-
enue will increase. If government spending remains con-
stant and the government runs a budget surplus, the size
of the public debt will be less than it would otherwise
have been.

b. If retirees live longer, the average age of the population
increases. As a result, the implicit liabilities of the gov-
ernment increase because spending on programs for 
older Americans, such as Social Security and Medicare,
will rise.

c. A decrease in tax revenue without offsetting reductions in
government spending will cause the public debt to
increase.

d. Public debt will increase as a result of government bor-
rowing to pay interest on its current public debt.

4. In order to stimulate the economy in the short run, the
government can use fiscal policy to increase real GDP.
This entails borrowing, increasing the size of public debt
further and leading to undesirable consequences: in
extreme cases, governments can be forced to default on
their debts. Even in less extreme cases, a large public debt
is undesirable because government borrowing “crowds
out” borrowing for private investment spending. This
reduces the amount of investment spending, reducing the
long-run growth of the economy.

Tackle the Test: 
Multiple-Choice Questions
1. b

2. d

3. c

4. d

5. e
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3. a. The money supply curve shifts to the right.
b. The equilibrium interest rate falls.
c. Investment spending rises, due to the fall in the interest rate.
d. Consumer spending rises, due to the multiplier process.
e. Aggregate output rises because of the rightward shift of

the aggregate demand curve.

Tackle the Test: 
Multiple-Choice Questions
1. a

2. a

3. a

4. c

5. d

Tackle the Test: 
Free-Response Questions 
2. a. decrease the discount rate, decrease the reserve require-

ment, open market purchases
b.
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. . . leads to
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interest rate.

Tackle the Test: 
Free-Response Question 
2.

Persistent budget deficits increase the demand for loan-
able funds, thereby increasing interest rates and decreas-
ing private investment. This is called “crowding out.”

Module 31
Check Your Understanding
1. In the accompanying diagram, the increase in the

demand for money is shown as a rightward shift of the
money demand curve, from MD1 to MD2. This raises the
equilibrium interest rate from r1 to r2.

2. In order to prevent the interest rate from rising, the
Federal Reserve must make an open-market purchase of
Treasury bills, shifting the money supply curve rightward.
This is shown in the accompanying diagram as the move
from MS1 to MS2.
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c. No change in aggregate supply; aggregate demand
increases. Lower interest rates lead to greater investment
spending (and more interest-sensitive consumer spend-
ing). Aggregate demand is made up of C + I + G +
(X − IM), so an increase in I and C increases AD. Interest
rate changes don’t affect short-run aggregate supply.

d. As shown in the accompanying figure, aggregate output
increases in the short run.

Module 32 
Check Your Understanding
1. A 5% increase in the money supply will cause a 5%

increase in the aggregate price level in the long run. The
process begins in the short run, when the larger money
supply decreases the interest rate and promotes investment
spending. Investment spending is a component of aggre-
gate demand, so the increase in investment spending leads
to an increase in aggregate demand, which causes real
GDP to increase beyond potential output. The resulting
upward pressure on nominal wages and other input prices
shifts aggregate supply to the left until a new long-run
equilibrium is reached. Although real GDP returns to its
original level, both the increase in aggregate demand and
the decrease in aggregate supply cause the aggregate price
level to increase. The end result is 5% more money being
spent on the same quantity of goods and services, which
could only mean a 5% increase in the aggregate price level.

2. A 5% increase in the money supply will have no effect on
the interest rate in the long run. As explained in the pre-
vious answer, a 5% increase in the money supply is
matched by a 5% increase in the aggregate price level in
the long run. Changes in the aggregate price level, in turn,
cause proportional changes in the demand for money. So
a 5% increase in the aggregate price level increases the
quantity of money demanded at any given interest rate by
5%. This means that at the initial interest rate, the quan-
tity of money demanded rises exactly as much as the
money supply, and the new, long-run interest rate is
therefore no different from the initial interest rate.

Real GDP

Aggregate
price
level

AD2

SRAS1

LRAS

AD1

An increase in the money supply
reduces the interest rate and
increases aggregate demand.

Y1 Y2

E1

E2

Tackle the Test: 
Multiple-Choice Questions
1. c

2. d

3. c

4. c

5. e

Tackle the Test: 
Free-Response Questions 
2. a.

b. The aggregate demand curve shifts to the right, creating a
new equilibrium price level and real GDP. The higher
money supply leads to a lower interest rate, which
increases investment spending and consumer spending,
and in turn aggregate demand.

c. Wages rise over time, shifting short-run aggregate supply
to the left. This brings equilibrium back to potential out-
put with a higher price level. 

Module 33 
Check Your Understanding
1. The inflation rate is more likely to quickly reflect changes

in the money supply when the economy has had 
an extended period of high inflation. That’s because an
extended period of high inflation sensitizes workers and
firms to raise nominal wages and prices of intermediate
goods when the aggregate price level rises. As a result,
there will be little or no increase in real output in the
short run after an increase in the money supply, and the
increase in the money supply will simply be reflected in a
proportional increase in prices. In an economy where
people are not sensitized to high inflation because of low
inflation in the past, an increase in the money supply
will lead to an increase in real output in the short run.
This illustrates the fact that the classical model of the
price level best applies to economies with persistently high
inflation, not those with little or no history of high infla-
tion even though they may currently have high inflation.
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P3

Aggregate
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2. There is no long-run trade-off between inflation and
unemployment because after expectations of inflation
change, wages will adjust to the change, returning
employment and the unemployment rate to their equilib-
rium (natural) levels. This implies that once expectations
of inflation fully adjust to any change in actual inflation,
the unemployment rate will return to the natural rate of
unemployment, or NAIRU. This also implies that the
long-run Phillips curve is vertical.

3. Disinflation is costly because to reduce the inflation rate,
aggregate output in the short run must typically fall below
potential output. This, in turn, results in an increase in the
unemployment rate above the natural rate. In general, we
would observe a reduction in real GDP. The costs of disin-
flation can be reduced by not allowing inflation to increase
in the first place. The costs of any disinflation will also be
lower if the central bank is credible and it announces in
advance its policy to reduce inflation. In this situation, the
adjustment to the disinflationary policy will be more rapid,
resulting in a smaller loss of aggregate output.

4. If the nominal interest rate is negative, an individual is
better off simply holding cash, which has a 0% nominal
rate of return. If the options facing an individual are to
lend and receive a negative nominal interest rate or to
hold cash and receive a 0% nominal rate of return, the
individual will hold cash. Such a scenario creates the pos-
sibility of a liquidity trap, in which monetary policy is
ineffective because the nominal interest rate cannot fall
below zero. Once the nominal interest rate falls to zero,
further increases in the money supply will lead firms and
individuals to simply hold the additional cash.

Tackle the Test: 
Multiple-Choice Questions
1. b

2. c

3. b

4. e

5. e

Tackle the Test: 
Free-Response Questions 
2. a. 4%

b. 2%, because 4% − 2% = 2%
c. 0%, because although 4% − 6% = −2%, nominal interest

rates can’t go below zero
d. Lenders would effectively have to pay people to borrow

money, in that what the lenders received back would be

Inflation
rate

E2

E1

SRPC

4 6%

Unemployment rate

0

2%

2. Yes, there can still be an inflation tax because the tax is
levied on people who hold money. As long as people hold
money, regardless of whether prices are indexed or not,
the government is able to use seignorage to capture real
resources from the public.

Tackle the Test: 
Multiple-Choice Questions
1. d

2. b

3. b

4. c

5. a

Tackle the Test: 
Free-Response Question 
2.

Module 34 
Check Your Understanding
1. When real GDP equals potential output, cyclical unem-

ployment is zero and the unemployment rate is equal 
to the natural rate. This is the case at point E1 in the
figure assuming a natural rate of 6%. Any unemploy-
ment in excess of this 6% rate represents cyclical unem-
ployment. An increase in aggregate demand leads to a
fall in the unemployment rate below the natural rate
(negative cyclical unemployment) and an increase in
the inflation rate. This is given by the movement from
E1 to E2 in the figure and traces a movement upward
along the short-run Phillips curve. A reduction in aggre-
gate demand leads to a rise in the unemployment rate
above the natural rate (positive cyclical unemployment)
and a fall in the inflation rate. This would be repre -
sented by a movement down along the short-run
Phillips curve from point E1. So for a given expected
inflation rate, the short-run Phillips curve illustrates the
relationship between cyclical unemployment and the
actual inflation rate.
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price
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P2

Potential
output

E2
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less than what they lent out. No lending would take
place. It is better to hold cash than to pay people to bor-
row money.

e. Conventional monetary policy (decreasing interest rates)
can’t happen if the nominal interest rate is already zero.
This is called the zero bound OR a liquidity trap.

Module 35 
Check Your Understanding
1. A classical economist would have said that the aggressive

monetary expansion would have had no short-run effect
on aggregate output and would simply have resulted in a
proportionate increase in the aggregate price level.

2. Monetarists argue that central banks should implement
policy so that the money supply grows at some constant
rate. Had the Fed pursued a monetarist policy during this
period, we would have observed movements in M1 that
would have shown a fixed rate of growth. We would not,
therefore, have observed any of the reductions in M1 that
are observed in the figure, nor would we have observed
the acceleration in the rate of growth of M1 that
occurred in 2001.

3. As in Problem 2, a monetarist policy would have resulted
in a constant rate of growth in M1. Between 1996 and
2000 the velocity of M1 rose steadily. After 2000 the
velocity leveled off a bit and then rose again. Given a
constant rate of money growth, these increases in the
velocity of M1 would have been expansionary, causing
increases in aggregate demand and the aggregate price
level, other things equal. 

4. The advocacy of fiscal policy (here in the form of tax cuts)
to boost economic activity is Keynesian because Keynes pro-
moted fiscal policy as a useful tool to dampen fluctuations
in the business cycle. The praise of aggressive monetary pol-
icy is not Keynesian because Keynes worried that a liquidity
trap would thwart the ability of monetary policy to change
interest rates and influence investment spending.

5. a. Rational expectations theorists would argue that only
unexpected changes in money supply would have any
short-run effect on economic activity. They would also
argue that expected changes in the money supply would
affect only the aggregate price level, with no short-run
effect of aggregate output. So such theorists would give
credit to the Fed for limiting the severity of the 2001
recession only if the Fed’s monetary policy had been more
aggressive than individuals expected during this period.

b. Real business cycle theorists would argue that the Fed’s
policy had no effect on ending the 2001 recession
because they believe that fluctuations in aggregate output
are caused largely by changes in total factor productivity.

Tackle the Test: 
Multiple-Choice Questions
1. e

2. d

3. b

4. a

5. d

Tackle the Test: 
Free-Response Questions
2. a. The aggregate supply curve is vertical so changes in the

money supply affect only the aggregate price level.
b. Changes in aggregate demand will affect aggregate out-

put.
c. Business cycles are associated with fluctuations in the

money supply.
d. To avoid inflation, the unemployment rate must be set so

that actual inflation equals expected inflation.
e. Individuals and firms make optimal decisions using all

available information.
f. Fluctuations in total factor productivity growth cause the

business cycle by causing the vertical aggregate supply
curve to shift.

Module 36
Check Your Understanding
1. The modern consensus has resolved the debate over the

effectiveness of both expansionary fiscal and monetary
policy. Expansionary fiscal policy is considered effective,
although it is limited by the problem of time lags, making
monetary policy the stabilization tool of choice except in
special circumstances. Expansionary monetary policy is
considered effective except in the case of a liquidity trap.
The modern consensus has not resolved, however,
whether the Fed should adopt an inflation target,
whether it should use monetary policy to manage asset
price bubbles, and what, if any, kind of unconventional
monetary policy it should use in the situation of a liquid-
ity trap.

Tackle the Test: 
Multiple-Choice Questions
1. d

2. c

3. e

4. a

5. c

Tackle the Test: 
Free-Response Question 
2. Your answer can look like the diagram below, or it can

have the axes reversed and a curve that resembles a
mountain.

Tax
rate

Tax revenue
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Module 38 
Check Your Understanding
1. a. Significant technological progress will result in a positive

growth rate of productivity even though physical capital
per worker and human capital per worker are unchanged.

b. Productivity will grow, but due to diminishing marginal
returns, each successive increase in physical capital per
worker results in a smaller increase in productivity than
the one before it.

2. a. If the economy has grown 3% per year and the labor
force has grown 1% per year, then productivity—output
per worker—has grown at approximately 3% − 1% = 2%
per year.

b. If physical capital has grown 4% per year and the labor
force has grown 1% per year, then physical capital per
worker has grown at approximately 4% − 1% = 3% per
year.

c. According to estimates, each 1% rise in physical capital,
other things equal, increases productivity by 0.3%. So, as
physical capital per worker has increased by 3%, produc-
tivity growth that can be attributed to an increase in
physical capital per worker is 0.3 × 3% = 0.9%. As a per-
centage of total productivity growth, this is 0.9%/2% ×
100% = 45%.

d. If the rest of productivity growth is due to technological
progress, then technological progress has contributed 
2% − 0.9% = 1.1% to productivity growth. As a percent-
age of total productivity growth, this is 1.1%/2% × 100%
= 55%.

3. It will take time for workers to learn how to use the 
new computer system and to adjust their routines. 
And because there are often setbacks in learning a new
system, such as accidentally erasing your computer files,
productivity at Multinomics may decrease for a period 
of time.

Tackle the Test: 
Multiple-Choice Questions
1. e

2. a

3. d

4. e

5. b

Tackle the Test: 
Free-Response Questions
2. a. Growing physical capital per worker is responsible for 1%

productivity growth per year. 2% × 0.5 = 1%
b. There was no growth in total factor productivity because

there was no technological progress. According to the
Rule of 70, over 70 years (from 1940 to 2010), a 1%
growth rate would cause output to double. Real GDP per
capita in this case doubled, as would be expected from a
1% productivity growth rate alone; therefore, there was
no change in technological progress.

Module 37 
Check Your Understanding
1. Economists want a measure of economic progress that

rises with increases in the living standard of the average
resident of a country. An increase in overall real GDP
does not accurately reflect an increase in an average resi-
dent’s living standard because it does not account for
growth in the number of residents. If, for example, real
GDP rises by 10% but population grows by 20%, the liv-
ing standard of the average resident falls: after the
change, the average resident has only (110/120) × 100 =
91.6% as much real income as before the change.
Similarly, an increase in nominal GDP per capita does
not accurately reflect an increase in living standards
because it does not account for any change in prices. For
example, a 5% increase in nominal GDP per capita gen-
erated by a 5% increase in prices results in no change in
living standards. Real GDP per capita is the only measure
that accounts for both changes in the population and
changes in prices.

2. Using the Rule of 70, the amount of time it will take
China to double its real GDP per capita is (70/8.8) =
8.0 years; India, (70/4.1) = 17.1 years; Ireland, (70/3.9)
= 17.9 years; the United States, (70/1.9) = 36.8 years;
France, (70/1.5) = 46.7 years; and Argentina (70/1.2) =
58.3 years. Since the Rule of 70 can be applied to only a
positive growth rate, we cannot apply it to the case of
Zimbabwe, which experienced negative growth. If India
continues to have a higher growth rate of real GDP per
capita than the United States, then India’s real GDP per
capita will eventually surpass that of the United States.

3. The United States began growing rapidly over a century
ago, but China and India have begun growing rapidly
only recently. As a result, the living standard of the typi-
cal Chinese or Indian household has not yet caught up
with that of the typical American household.

Tackle the Test: 
Multiple-Choice Questions
1. d

2. c

3. c

4. b

5. b

Tackle the Test: 
Free-Response Question
2. Increases in real GDP per capita result mostly from

changes in productivity (or labor productivity).
Productivity is defined as output per worker or output per
hour. Increased labor force participation could also lead to
higher real GDP per capita, but the rate of employment
growth is rarely very different from the rate of population
growth, meaning that the corresponding increase in out-
put does not lead to an increase in output per capita.
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Module 39
Check Your Understanding
1. A country that has high domestic savings is able to

achieve a high rate of investment spending as a percent
of GDP. This, in turn, allows the country to achieve a
high growth rate.

2. As you can see from panel (b) of the figure on p. 382,
although it is important in determining the growth 
rate for some countries (such as those of Western
Europe), the initial level of GDP per capita isn’t the only
factor. High rates of saving and investment appear to be
better predictors of future growth than today’s standard
of living. 

3. The evidence suggests that both sets of factors matter:
better infrastructure is important for growth, but so is
political and financial stability. Policies should try to
address both areas.

4. Growth increases a country’s greenhouse gas emissions.
The current best estimates are that a large reduction in
emissions will result in only a modest reduction in
growth. The international burden sharing of greenhouse
gas emissions reduction is contentious because rich coun-
tries are reluctant to pay the costs of reducing their emis-
sions only to see newly emerging countries like China
rapidly increase their emissions. Yet most of the current
accumulation of gases is due to the past actions of rich
countries. Poorer countries like China are equally reluc-
tant to sacrifice their growth to pay for the past actions
of rich countries.

Tackle the Test: 
Multiple-Choice Questions
1. d

2. e

3. a

4. c

5. b

Tackle the Test: 
Free-Response Question
2. Physical capital, human capital, technology, and natu-

ral resources play roles in influencing long-run growth
in real GDP per capita. Increases in both physical capi-
tal and human capital help a given labor force to pro-
duce more over time. Although economic studies have
suggested that increases in human capital may explain
increases in productivity better than do increases in
physical capital per worker, technological progress is
probably the most important driver of productivity
growth. Historically, natural resources played a promi-
nent role in determining productivity, while today 
they play a less important role in increasing productivi-
ty than do increases in human or physical capital in
most countries. 

Module 40 
Check Your Understanding
1. Long-run economic growth is represented by an outward

shift of the production possibilities curve. Short-run fluc-
tuations are represented by a movement from a point
below the production possibilities curve toward a point
on the production possibilities curve (this shows an eco-
nomic recovery/expansion) or by a movement to a point
farther below the production possibilities curve (this
shows a recession/contraction).

2. Long-run economic growth is represented by a rightward
shift of the long-run aggregate supply curve. Short-run
fluctuations are represented by movements of short-run
equilibrium output (the level of real GDP at the intersec-
tion of short-run aggregate supply and aggregate
demand) above or below potential output.

Tackle the Test: 
Multiple-Choice Questions
1. d

2. a

3. a

4. c

5. d

Tackle The Test: 
Free-Response Questions
2. a.

b.
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Module 42
Check Your Understanding
1. a. The increased purchase of Mexican oil would cause U.S.

individuals (and firms) to increase their demand for the
peso. To purchase pesos, individuals would increase their
supply of U.S. dollars to the foreign exchange market,
causing a rightward shift in the supply curve of U.S. dol-
lars. This would cause the peso price of the dollar to fall
(the amount of pesos per dollar would fall). The peso
would appreciate and the U.S. dollar would depreciate as
a result.

b. With the appreciation of the peso it would take more U.S.
dollars to obtain the same quantity of Mexican pesos. If
we assume that the price level (measured in Mexican
pesos) of other Mexican goods and services would not
change, other Mexican goods and services would become
more expensive to U.S. households and firms. The dollar
cost of other Mexican goods and services would rise as the
peso appreciated. So Mexican exports of goods and ser -
vices other than oil would fall.

c. U.S. goods and services would become cheaper in terms
of pesos, so Mexican imports of goods and services would
rise.

2. a. The real exchange rate equals pesos per U.S. dollar ×
aggregate price level in the U.S./aggregate price level in
Mexico. Today, the aggregate price level in both countries
is 100. The real exchange rate today is: 10 × (100/100) =
10. The aggregate price level in five years in the U.S. will
be 100 × (120/100) = 120, and in Mexico it will be 100
× (1,200/800) = 150. Thus, the real exchange rate in five
years, assuming the nominal exchange rate does not
change, will be 10 × (120/150) = 8.

b. Today, a basket of goods and services that costs $100
costs 800 pesos, so the purchasing power parity is 8 pesos
per U.S. dollar. In five years, a basket that costs $120 will
cost 1,200 pesos, so the purchasing power parity will be
10 pesos per U.S. dollar.

Tackle the Test: 
Multiple-Choice Questions
1. d

2. d

3. d

4. b

5. b

Tackle the Test: 
Free-Response Questions
2. In order to purchase more imports from Europe, U.S.

consumers must supply more dollars in exchange for
euros. As shown in the diagram, the increase in the sup-
ply of dollars shifts the dollar supply curve to the right
and decreases the exchange rate from XR1 to XR2.

Module 41
Check Your Understanding
1. a. The sale of the new airplane to China represents an

export of a good to China and so enters the current
account.

b. The sale of Boeing stock to Chinese investors is a sale of a
U.S. asset and so enters the financial account.

c. Even though the plane already exists, when it is shipped
to China it is an export of a good from the United States.
So the sale of the plane enters the current account.

d. Because the plane stays in the United States, the Chinese
investor is buying a U.S. asset. So this is identical to the
answer in part b: the sale of the jet enters the financial
account.

Tackle the Test: 
Multiple-Choice Questions
1. e

2. a

3. b

4. a

5. a

Tackle the Test: 
Free-Response Questions
2.
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Module 43
Check Your Understanding
1. The accompanying diagram shows the supply of and

demand for the yuan, with the U.S. dollar price of 
the yuan on the vertical axis. In 2005, prior to the
revaluation, the exchange rate was pegged at 8.28 
yuan per U.S. dollar or, equivalently, 0.121 U.S. dollars
per yuan ($0.121). At the target exchange rate of
$0.121, the quantity of yuan demanded exceeded the
quantity of yuan supplied, creating the shortage 
depicted in the diagram. Without any intervention by
the Chinese government, the U.S. dollar price of the
yuan would be bid up, causing an appreciation of the
yuan. The Chinese government, however, intervened to
prevent this appreciation.

a. If the exchange rate were allowed to float more freely, the
U.S. dollar price of the exchange rate would move toward
the equilibrium exchange rate (labeled XR* in the accom-
panying diagram). This would occur as a result of the
shortage, when buyers of the yuan would bid up its U.S.
dollar price. As the exchange rate increased, the quantity
of yuan demanded would fall and the quantity of yuan
supplied would increase. If the exchange rate were
allowed to increase to XR*, the disequilibrium would be
entirely eliminated.

Exchange rate
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U.S. dollar)

E2

S2

E1

Supply of 
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0 Quantity of yuan

Target
exchange
rate
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of yuan

b. Placing restrictions on foreigners who want to invest in
China would reduce the demand for the yuan, causing
the demand curve to shift in the accompanying diagram
from D1 to something like D2. This would cause a reduc-
tion in the shortage of the yuan. If demand fell to D3, the
disequilibrium would be completely eliminated.

c. Removing restrictions on Chinese who wish to invest
abroad would cause an increase in the supply of the yuan
and a rightward shift of the supply curve. This increase in
supply would reduce the size of the shortage. If, for
example, supply increased from S1 to S2, the disequilibri-
um would be eliminated completely, as shown in the
accompanying diagram.

E1

E2

S

D1D2D3

Exchange rate
(U.S. dollars
per yuan)

$0.121

0 Quantity of yuan

Target
exchange
rate

E

S

D

Exchange rate
(U.S. dollars
per yuan)

$0.121

XR*

0 Quantity of yuan

Target
exchange
rate

Equilibrium
exchange
rate

S1

E1

E2

D

Exchange rate
(U.S. dollars
per yuan)

$0.121

0 Quantity of yuan

S2

Target
exchange
rate

S O L U T I O N S  T O  A P  R E V I E W  Q U E S T I O N S S-25



3. a

4. d

5. b

Tackle the Test: 
Free-Response Questions
2. The decrease in aggregate demand that occurs during a

recession includes the demand for goods and services
produced abroad as well as at home. When a trading
partner experiences a recession, it leads to a fall in their
imports. The trading partner’s imports are the country’s
exports. 

A reduction in foreign demand for the country’s
domestic goods and services leads to a reduction in
demand for the domestic currency. With a floating
exchange rate, the currency depreciates. This makes
domestic goods and services cheaper, so exports 
don’t fall by as much as they would have, and it 
makes imports more expensive, leading to a fall in
imports. Both effects limit the decline in domestic
aggregate demand. 

Module 45
Check Your Understanding
1. a.

b. Aggregate demand shifts left, real GDP and the aggregate
price level fall.

c. Nominal wages will decrease as a result of the reces-
sionary gap and the decrease in the aggregate price
level, leading to an increase in short-run aggregate 
supply. The rightward shift in the short-run aggregate
supply curve moves the economy back to long-run
equilibrium at potential output and a lower aggregate
price level.

d. Lower government spending will decrease the govern-
ment budget deficit. With less borrowing by the gov-
ernment, the demand for loanable funds will 
decrease, shifting the demand curve from D1 to D2

Y1Y2

SRAS

LRAS

AD1

Long-run
macroeconomic
equilibrium

Potential
output

Real GDP

Aggregate
price
level

ELR

E2

AD2

P1

P2

d. Imposing a tax on exports (Chinese goods sold to for-
eigners) would raise the price of these goods and decrease
the amount of Chinese goods purchased. This would also
decrease the demand for yuan with which to purchase
those goods. The graphical analysis here is virtually iden-
tical to that found in the figure accompanying part b.

Tackle the Test: 
Multiple-Choice Questions
1. e

2. e

3. b

4. a

5. a

Tackle the Test: 
Free-Response Questions
2. a. Use foreign exchange reserves. To stabilize an exchange

rate through exchange market intervention (e.g., buying
its own currency), a country must keep large quantities of
foreign currency on hand, which is usually a low-return
investment. And large reserves can be quickly exhausted
when there are large capital flows out of a country. 

b. Shifting supply and demand curves for currency through
monetary policy. If a country chooses to stabilize an
exchange rate by adjusting monetary policy rather than
through intervention, it must divert monetary policy
from other goals, notably stabilizing the economy and
managing the inflation rate. 

c. Foreign exchange controls. These regulations distort
incentives for importing and exporting goods and servic-
es. They can also create substantial costs in terms of red
tape and corruption.

Module 44
Check Your Understanding
1. The devaluations and revaluations most likely occurred in

those periods when there was a sudden change in the
franc-mark exchange rate: 1974, 1976, the early 1980s,
1986, and 1993–1994.

2. The high Canadian interest rates caused an increase in
capital inflows to Canada. To obtain assets that yielded
a relatively high interest rate in Canada, investors first
had to obtain Canadian dollars. The increase in the
demand for the Canadian dollar caused the Canadian
dollar to appreciate. This appreciation of the Canadian
currency raised the price of Canadian goods to foreign-
ers (measured in terms of the foreign currency). This
made it more difficult for Canadian firms to compete in
other markets.

Tackle the Test: 
Multiple-Choice Questions
1. c

2. b
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and decreasing the interest rate from r1 to r2 in the
accompanying figure.

Tackle the Test: 
Multiple-Choice Questions
1. e

2. b

3. e

4. a

5. e

Tackle the Test: 
Free-Response Questions
Graph answers parts a and b.

2. a. The vertical axis is labeled “Aggregate price level” and the
horizontal axis is labeled “Aggregate output” or “Real
GDP.” The AD curve slopes downward, the SRAS curve
slopes upward, and the LRAS curve is vertical—all are
labeled. The equilibrium aggregate price level and aggre-
gate output are shown on the axes where the AD curve

Y2Y1
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Potential
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E1

E2
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P1

P2

Interest
rate

S

r1

r2

Quantity of
loanable funds

D1

D2

and the SRAS curve intersect, which is to the left of the
LRAS curve.

b. The AD curve shifts to the right. The other curves are
unchanged. The new equilibrium price level and aggregate
output are shown on the axes at the new equilibrium
point. The new equilibrium does not need to be at poten-
tial output.

c. Axes are labeled “Interest rate” and “Quantity of loanable
funds.” The demand curve slopes downward, the supply
curve slopes upward, and the curves are labeled. The equi-
librium interest rate and quantity are shown on the axes
at the point where the curves intersect. The demand for
loanable funds shifts to the right and the new equilibrium
values are shown on the axes. The interest rate is higher.

d. Axes are labeled “Exchange rate” and “Quantity of U.S.
dollars.” The demand curve slopes downward, the supply
curve slopes upward, and the curves are labeled. The equi-
librium exchange rate and quantity are shown on the
axes at the point where the two curves intersect. The sup-
ply of U.S dollars decreases, shifting the supply curve to
the left, because the higher interest rate in the United
States decreases the outflow of capital to countries with a
relatively low interest rate.

e. The value of the U.S. dollar has increased (it has appreci-
ated). U.S. exports will decline, and aggregate demand
will decline.
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absolute advantage the advantage
conferred by the ability to produce
more of a good or service with a given
amount of time and resources; not the
same thing as comparative advantage.
(p. 27) 
actual investment spending the sum 
of planned investment spending and
unplanned inventory investment.
(p. 169) 
AD–AS model the basic model used to
understand fluctuations in aggregate
output and the aggregate price level. It
uses the aggregate demand curve and
the aggregate supply curve together to
analyze the behavior of the economy in
response to shocks or government 
policy. (p. 190)
aggregate consumption function the
relationship for the economy as a
whole between aggregate current 
disposable income and aggregate 
consumer spending. (p. 164) 
aggregate demand curve shows the
relationship between the aggregate
price level and the quantity of aggregate
output demanded by households, busi-
nesses, the government, and the rest of
the world. (p. 172)
aggregate output the economy’s
total production of final goods and
services for a given time period, usu-
ally a year. Real GDP is the numeri-
cal measure of aggregate output 
typically used by economists. 
(pp. 12, 113)
aggregate price level a measure of the
overall level of prices in the economy.
(p. 142)
aggregate production function a hypo-
thetical function that shows how pro-
ductivity (real GDP per worker)
depends on the quantities of physical
capital per worker and human capital
per worker as well as the state of
technology. (p. 376)
aggregate spending the total spending
on domestically produced final goods
and services; the sum of consumer
spending (C), investment spending (I),
government purchases of goods and serv-
ices (G), and exports minus imports 
(X − IM). (p. 106)
aggregate supply curve a graphical
representation that shows the rela-
tionship between the aggregate price
level and the total quantity of aggregate
output supplied. (p. 179)

appreciation a rise in the value of one
currency in terms of other currencies.
(p. 422)
automatic stabilizers government
spending and taxation rules that cause
fiscal policy to be automatically expan-
sionary when the economy contracts
and automatically contractionary
when the economy expands. Taxes
that depend on disposable income are
the most important example of auto-
matic stabilizers. (p. 212)
autonomous change in aggregate spend-

ing an initial rise or fall in aggregate
spending that is the cause, not the
result, of a series of income and
spending changes. (p. 160)
autonomous consumer spending the
amount of money a household would
spend if it had no disposable income.
(p. 162)
balance of payments accounts a sum-
mary of a country’s transactions with
other countries, including two main
elements: the balance of payments on the
current account and the balance of pay-
ments on the financial account. (p. 410)
balance of payments on the current

account (current account) a country’s
balance of payments on goods and serv-
ices plus net international transfer
payments and factor income. (p. 412)
balance of payments on the financial

account (financial account) the differ-
ence between a country’s sales of
assets to foreigners and its purchases
of assets from foreigners during a
given period. (p. 413)
balance of payments on goods and serv-

ices the difference between the value
of exports and the value of imports
during a given period. (p. 412)
balance sheet effect the reduction in
a firm’s net worth from falling asset
prices. (p. 258)
bank a financial intermediary that pro-
vides liquid assets in the form of bank
deposits to lenders and uses those
funds to finance the illiquid invest-
ments or investment spending needs of
borrowers. (p. 229)
bank deposit a claim on a bank that
obliges the bank to give the depositor
his or her cash when demanded. 
(p. 229)
bank reserves currency held by banks
in their vaults plus their deposits at
the Federal Reserve. (p. 243)

bank run a phenomenon in which
many of a bank’s depositors try to
withdraw their funds due to fears of a
bank failure. (p. 246)
black market a market in which goods
or services are bought and sold illegal-
ly, either because it is illegal to sell
them at all or because the prices
charged are legally prohibited by a
price ceiling. (p. 81)
bond loan in the form of an IOU that
pays interest. (p. 104)
budget balance the difference between
tax revenue and government spending.
A positive budget balance is referred to
as a budget surplus; a negative budget
balance is referred to as a budget
deficit. (p. 223)
budget deficit the difference between
tax revenue and government spending
when government spending exceeds tax
revenue. (p. 223)
budget surplus the difference between
tax revenue and government spending
when tax revenue exceeds government
spending. (p. 223)
business cycle the short-run alterna-
tion between economic downturns,
known as recessions, and economic
upturns, known as expansions. (p. 10)
capital manufactured goods used to
make other goods and services. (p. 3) 
capital inflow the net inflow of funds
into a country; the difference between
the total inflow of foreign funds to
the home country and the total out-
flow of domestic funds to other 
countries. A positive net capital
inflow represents funds borrowed
from foreigners to finance domestic
investment; a negative net capital
inflow represents funds lent to for-
eigners to finance foreign investment.
(p. 223)
central bank an institution that over-
sees and regulates the banking system
and controls the monetary base.
(p. 253)
chain-linking the method of calculat-
ing changes in real GDP using the
average between the growth rate cal-
culated using an early base year and
the growth rate calculated using a late
base year. (p. 115) 
change in demand a shift of the
demand curve, which changes the
quantity demanded at any given price.
(p. 51)
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change in supply a shift of the supply
curve, which changes the quantity
supplied at any given price. (p. 60)
checkable bank deposits bank accounts
on which people can write checks. 
(p. 231)
classical model of the price level a
model of the price level in which the
real quantity of money is always at its
long-run equilibrium level. This model
ignores the distinction between the
short run and the long run but is use-
ful for analyzing the case of high
inflation. (p. 322)
commercial bank a bank that accepts de -
posits and is covered by deposit insur-
ance. (p. 257)
commodity-backed money a medium of
exchange that has no intrinsic value
whose ultimate value is guaranteed by
a promise that it can be converted into
valuable goods on demand. (p. 233)
commodity money a medium of
exchange that is a good, normally gold
or silver, that has intrinsic value in
other uses. (p. 233)
comparative advantage the advantage
conferred if the opportunity cost of
producing the good or service is lower
for another producer. (p. 26)
competitive market a market in which
there are many buyers and sellers of
the same good or service, none of
whom can influence the price at which
the good or service is sold. (p. 48)
complements pairs of goods for which
a rise in the price of one good leads to
a decrease in the demand for the
other good. (p. 53)
consumer price index (CPI) a measure
of the cost of a market basket intended
to represent the consumption of a
typical urban American family of four.
It is the most commonly used meas-
ure of prices in the United States. 
(p. 144)
consumer spending household spending
on goods and services from domestic
and foreign firms. (p. 103)
consumption function an equation
showing how an individual house-
hold’s consumer spending varies with
the household’s current disposable
income. (p. 162)
contractionary fiscal policy fiscal policy
that reduces aggregate demand by
decreasing government purchases,
increasing taxes, or decreasing trans-
fers. (p. 205)

contractionary monetary policy mone-
tary policy that, through the raising 
of the interest rate, reduces aggregate
demand and therefore output. (p. 310)
convergence hypothesis a theory of
economic growth that holds that
international differences in real GDP
per capita tend to narrow over time
because countries with low GDP per
capita generally have higher growth
rates. (p. 383)
cost-push inflation inflation that is
caused by a significant increase in the
price of an input with economy-wide
importance. (p. 327)
crowding out the negative effect of
budget deficits on private investment,
which occurs because government bor-
rowing drives up interest rates. (p. 281)
currency in circulation actual cash held
by the public. (p. 231)
cyclical unemployment unemployment
resulting from the business cycle;
equivalently, the difference between
the actual rate of unemployment
and the natural rate of unemployment.
(p. 130)
cyclically adjusted budget balance an
estimate of what the budget balance
would be if real GDP were exactly
equal to potential output. (p. 298)
deadweight loss losses associated with
quantities of output that are greater
than or less than the efficient level, as
can result from market intervention
such as taxes, or from externalities
such as pollution. (p. 92)
debt deflation the reduction in aggre-
gate demand arising from the increase
in the real burden of outstanding debt
caused by deflation; occurs because bor-
rowers, whose real debt rises as a result
of deflation, are likely to cut spending
sharply, and lenders, whose real assets
are now more valuable, are less likely
to increase spending. (p. 339)
debt–GDP ratio government debt as a
percentage of GDP, frequently used as
a measure of a government’s ability to
pay its debts. (p. 301)
default when a borrower fails to make
payments as specified by the bond
contract. (p. 226)
deflation a fall in the overall level of
prices. (p. 12)
demand curve a graphical representa-
tion of the demand schedule, showing
the relationship between quantity
demanded and price. (p. 49)

demand price the price of a given
quantity at which consumers will
demand that quantity. (p. 89)
demand-pull inflation inflation that is
caused by an increase in aggregate
demand. (p. 327)
demand schedule a list or table show-
ing how much of a good or service
consumers will want to buy at differ-
ent prices. (p. 49)
demand shock any event that shifts
the aggregate demand curve. A positive
demand shock is associated with
higher demand for aggregate output at
any price level and shifts the curve to
the right. A negative demand shock is
associated with lower demand for
aggregate output at any price level
and shifts the curve to the left. 
(p. 191)
deposit insurance a guarantee that a
bank’s depositors will be paid even if
the bank can’t come up with the
funds, up to a maximum amount per
account. (p. 246)
depreciation of currency a fall in the
value of one currency in terms of
other currencies. (pp. 400, 422)
depression a very deep and prolonged
downturn. (p. 10)
devaluation a reduction in the value
of a currency that is set under a fixed
exchange rate regime. (p. 438)
diminishing returns to physical capital

in an aggregate production function
when the amount of human capital
per worker and the state of technology
are held fixed, each successive increase
in the amount of physical capital per
worker leads to a smaller increase in
productivity. (p. 376)
discount rate the interest rate the Fed
charges on loans to banks. (p. 263)
discount window an arrangement in
which the Federal Reserve stands ready
to lend money to banks. (p. 246)
discouraged workers nonworking 
people who are capable of working
but have given up looking for a job
due to the state of the job market. 
(p. 120)
discretionary fiscal policy fiscal policy
that is the direct result of deliberate
actions by policy makers rather than
rules. (p. 212)
discretionary monetary policy the use
of changes in the interest rate or the
money supply to stabilize the economy.
(p. 348)
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disinflation the process of bringing
down inflation that has become
embedded in expectations. (p. 139)
disposable income income plus gov-
ernment transfers minus taxes; the
total amount of household income
available to spend on consumption
and saving. (p. 105)
diversification investment in several
different assets with unrelated, or
independent, risks, so that the possi-
ble losses are independent events.
(p. 225)
economic aggregates economic meas-
ures that summarize data across dif-
ferent markets for goods, services,
workers, and assets. (p. 5) 
economic growth an increase in the
maximum amount of goods and serv-
ices an economy can produce. (p. 13) 
economics the study of scarcity and
choice. (p. 2)
economy a system for coordinating a
society’s productive and consumptive
activities. (p. 2)
efficiency wages wages that employers
set above the equilibrium wage rate as
an incentive for workers to deliver bet-
ter performance. (p. 130)
efficient describes a market or econo-
my that takes all opportunities to
make some people better off without
making other people worse off. 
(p. 17)
employed people currently holding a
job in the economy, either full time or
part time. (p. 119) 
employment the total number of peo-
ple currently employed for pay in the
economy, either full-time or part-time.
(p. 12)
entrepreneurship the efforts of entre-
preneurs in organizing resources for
production, taking risks to create
new enterprises, and innovating to
develop new products and production
processes. (p. 3)
equilibrium an economic situation in
which no individual would be better
off doing something different. (p. 66)
equilibrium exchange rate the
exchange rate at which the quantity of
a currency demanded in the foreign
exchange market is equal to the quan-
tity supplied. (p. 423)
equilibrium price the price at which
the market is in equilibrium, that is,
the quantity of a good or service

demanded equals the quantity of that
good or service supplied; also referred
to as the market-clearing price. (p. 66)
equilibrium quantity the quantity of a
good or service bought and sold at the
equilibrium (or market-clearing) price.
(p. 66)
excess reserves a bank’s reserves over
and above the reserves required by law
or regulation. (p. 249)
exchange market intervention govern-
ment purchases or sales of currency in
the foreign exchange market. (p. 432)
exchange rate the price at which cur-
rencies trade, determined by the for-
eign exchange market. (p. 421)
exchange rate regime a rule governing
policy toward the exchange rate. (p. 431)
expansion period of economic upturn
in which output and employment are
rising; most economic numbers are
following their normal upward 
trend; also referred to as a recovery.
(p. 10)
expansionary fiscal policy fiscal policy
that increases aggregate demand by
increasing government purchases,
decreasing taxes, or increasing transfers.
(p. 205)
expansionary monetary policy monetary
policy that, through the lowering of
the interest rate, increases aggregate
demand and therefore output. (p. 310)
exports goods and services sold to
other countries. (p. 105)
factor markets where resources, espe-
cially capital and labor, are bought
and sold. (p. 103)
federal funds market the financial
market that allows banks that fall
short of reserve requirements to borrow
funds from banks with excess reserves.
(p. 263)
federal funds rate the interest rate at
which funds are borrowed and lent in
the federal funds market. (p. 263)
fiat money a medium of exchange
whose value derives entirely from its
official status as a means of payment.
(p. 234) 
final goods and services goods and
services sold to the final, or end, user.
(p. 106)
financial asset a paper claim that enti-
tles the buyer to future income from
the seller. Loans, stocks, bonds, and
bank deposits are types of financial
assets. (p. 224)

financial intermediary an institution,
such as a mutual fund, pension fund,
life insurance company, or bank, that
transforms the funds it gathers from
many individuals into financial assets.
(p. 227)
financial markets the banking, stock,
and bond markets, which channel 
private savings and foreign lending
into investment spending, government
borrowing, and foreign borrowing.

(p. 105)
financial risk uncertainty about future
outcomes that involve financial losses
and gains. (p. 225)
firm an organization that produces
goods and services for sale. (p. 103)
fiscal policy the use of taxes, govern-
ment transfers, or government 
purchases of goods and services to 
stabilize the economy. (p. 176) 
fiscal year the time period used for
much of government accounting, run-
ning from October 1 to September 30.
Fiscal years are labeled by the calendar
year in which they end. (p. 300)
Fisher effect the principle by which
an increase in expected future infla-
tion drives up the nominal interest rate,
leaving the expected real interest rate
unchanged. (p. 283)
fixed exchange rate an exchange rate
regime in which the government keeps
the exchange rate against some other
currency at or near a particular target.
(p. 431)
floating exchange rate an exchange rate
regime in which the government lets
the exchange rate go wherever the mar-
ket takes it. (p. 431)
foreign exchange controls licensing
systems that limit the right of indi-
viduals to buy foreign currency. 
(p. 433)
foreign exchange market the market in
which currencies are traded. (p. 421)
foreign exchange reserves stocks of for-
eign currency that governments can
use to buy their own currency on the
foreign exchange market. (p. 432)
frictional unemployment unemployment
due to time workers spend in job
search. (p. 127)
gains from trade An economic princi-
ple that states that by dividing tasks
and trading, people can get more of
what they want through trade than
they could if they tried to be self-
sufficient. (p. 23)
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GDP deflator a price measure for a
given year that is equal to 100 times
the ratio of nominal GDP to real GDP
in that year. (p. 146)
GDP per capita GDP divided by the
size of the population; equivalent 
to the average GDP per person. 
(p. 115)
government borrowing the amount of
funds borrowed by the government in
financial markets to buy goods and
services. (p. 105)
government purchases of goods and

services total purchases by federal,
state, and local governments on goods
and services. (p. 105)
government transfers payments by the
government to individuals for which
no good or service is provided in
return. (p. 105)
gross domestic product (GDP) the total
value of all final goods and services pro-
duced in the economy during a given
period, usually a year. (p. 106)
growth accounting estimates the con-
tribution of each of the major factors
(physical and human capital, labor,
and technology) in the aggregate pro-
duction function. (p. 378)
household a person or a group of peo-
ple who share income. (p. 103)
human capital the improvement in
labor created by the education and
knowledge embodied in the workforce.
(p. 373)
illiquid describes an asset that cannot
be quickly converted into cash without
much loss of value. (p. 226)
implicit liabilities spending promises
made by governments that are effec-
tively a debt despite the fact that they
are not included in the usual debt sta-
tistics. In the United States, the largest
implicit liabilities arise from Social
Security and Medicare, which promise
transfer payments to current and
future retirees (Social Security) and to
the elderly (Medicare). (p. 303)
imports goods and services purchased
from other countries. (p. 105)
individual choice the decision by an
individual of what to do, which neces-
sarily involves a decision of what not
to do. (p. 2)
individual demand curve a graphical
representation of the relationship
between quantity demanded and
price for an individual consumer. 
(p. 55)

individual supply curve a graphical
representation of the relationship
between quantity supplied and price for
an individual producer. (p. 63)
inefficient allocation of sales among

sellers a form of inefficiency in which
sellers who would be willing to sell a
good at the lowest price are not always
those who actually manage to sell it;
often the result of a price floor. (p. 84)
inefficient allocation to consumers a
form of inefficiency in which people
who want a good badly and  are will-
ing to pay a high price don’t get it,
and those who care relatively little
about the good and are only willing to
pay a low price do get it; often a result
of a price ceiling. (p. 80)
inefficiently high quality a form of
inefficiency in which sellers offer
high-quality goods at a high price even
though buyers would prefer a lower
quality at a lower price; often the
result of a price floor. (p. 85)
inefficiently low quality a form of
inefficiency in which sellers offer low-
quality goods at a low price even
though buyers would prefer a higher
quality at a higher price; often a result
of a price ceiling. (p. 81)
inferior good a good for which a rise
in income decreases the demand for
the good. (p. 54)
inflation a rise in the overall level of
prices. (p. 12)
inflation rate the annual percent
change in a price index—typically the
consumer price index. The inflation rate
is positive when the aggregate price
level is rising (inflation) and negative
when the aggregate price level is
falling (deflation). (p. 135)
inflation targeting an approach to
monetary policy that requires that the
central bank try to keep the inflation
rate near a predetermined target rate.
(p. 312)
inflation tax the reduction in the
value of money held by the public
caused by inflation. (p. 325)
inflationary gap exists when aggregate
output is above potential output.
(p. 196)
infrastructure physical capital, such as
roads, power lines, ports, information
networks, and other parts of an econo-
my, that provides the underpinnings,
or foundation, for economic activity.
(p. 389)

input a good or service used to pro-
duce another good or service. (p. 62)
interest rate the price, calculated as a
percentage of the amount borrowed,
charged by lenders to borrowers for
the use of their savings for one year.
(p. 222)
interest rate effect of a change in the

aggregate price level the effect on
consumer spending and investment
spending caused by a change in the
purchasing power of consumers’
money holdings when the aggregate
price level changes. A rise (fall) in the
aggregate price level decreases
(increases) the purchasing power of
consumers’ money holdings. In
response, consumers try to increase
(decrease) their money holdings,
which drives up (down) interest
rates, thereby decreasing (increasing)
consumption and investment. 
(p. 174)
intermediate goods and services goods
and services, bought from one firm by
another firm, that are inputs for 
production of final goods and services.
(p. 106)
inventories stocks of goods and raw
materials held to satisfy future sales.
(pp. 105, 168)
inventory investment the value of 
the change in total inventories held
in the economy during a given period.
Unlike other types of investment
spending, inventory investment can 
be negative, if inventories fall. 
(p. 168)
investment bank a bank that trades in
financial assets and is not covered by
deposit insurance. (p. 257)
investment spending spending on 
productive physical capital, such as
machinery and construction of struc-
tures, and on changes to inventories.
(p. 106)
job search when workers spend time
looking for employment. (p. 127)
labor the effort of workers. (p. 3)
labor force the number of people who
are either actively employed for pay or
unemployed and actively looking for
work; the sum of employment and
unemployment. (pp. 12, 119)
labor force participation rate the per-
centage of the population age 16 or
older that is in the labor force. (p. 119)
labor productivity (productivity) output
per worker. (p. 372)
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land all resources that come from
nature, such as minerals, timber, and
petroleum. (p. 3)
law of demand the principle that a
higher price for a good or service,
other things equal, leads people to
demand a smaller quantity of that
good or service. (p. 50)
law of supply other things being equal,
the price and quantity supplied of a
good are positively related. (p. 60)
leverage the degree to which a finan-
cial institution is financing its invest-
ments with borrowed funds. (p. 258)
liability a requirement to pay income
in the future. (p. 224)
license the right gives its owner to
supply a good or service. (p. 88)
life insurance company a financial
intermediary that sells policies guaran-
teeing a payment to a policyholder’s
beneficiaries when the policyholder
dies. (p. 228)
liquid describes an asset that can be
quickly converted into cash without
much loss of value. (p. 226)
liquidity preference model of the inter-

est rate a model of the market for
money in which the interest rate is
determined by the supply and demand
for money. (p. 273)
liquidity trap a situation in which
monetary policy is ineffective because
nominal interest rates are up against
the zero bound. (p. 339)
loan a lending agreement between an
individual lender and an individual
borrower. Loans are usually tailored to
the individual borrower’s needs and
ability to pay but carry relatively high
transaction costs. (p. 226)
loanable funds market a hypothetical
market in which the demand for
funds is generated by borrowers and
the supply of funds is provided by
lenders. The market equilibrium deter-
mines the quantity and price, or inter-
est rate, of loanable funds. (p. 277)
loan-backed securities assets created
by pooling individual loans and selling
shares in that pool. (p. 227)
long-run aggregate supply curve a
graphical representation of the relation-
ship between the aggregate price level
and the quantity of aggregate output
supplied if all prices, including nominal
wages, were fully flexible. The long-run
aggregate supply curve is vertical
because the aggregate price level has no

effect on aggregate output in the long
run; in the long run, aggregate output
is determined by the economy’s potential
output. (p. 184)
long-run macroeconomic equilibrium a
situation in which the short-run
macroeconomic equilibrium is also on
the long-run aggregate supply curve; so
short-run equilibrium aggregate output
is equal to potential output. (p. 194)
long-run Phillips curve a graphical rep-
resentation of the relationship between
unemployment and inflation in the long
run after expectations of inflation
have had time to adjust to experience.
(p. 336)
long-term interest rate the interest rate
on financial assets that mature a num-
ber of years into the future. (p. 270)
lump-sum taxes taxes that don’t
depend on the taxpayer’s income. 
(p. 211)
macroeconomic policy activism the use
of monetary policy and fiscal policy to
smooth out the business cycle. (p. 346)
macroeconomics the branch of eco-
nomics that is concerned with the
overall ups and downs in the economy.
(p. 5)
marginal propensity to consume (MPC)
the increase in consumer spending when
income rises by $1. Because consumers
normally spend part but not all of an
additional dollar of disposable income,
MPC is between 0 and 1. (p. 159)
marginal propensity to save (MPS) the
increase in household savings when
disposable income rises by $1. (p. 159)
marginally attached workers nonwork-
ing individuals who say they would
like a job and have looked for work in
the recent past but are not currently
looking for work. (p. 120)
market basket a hypothetical con-
sumption bundle of consumer pur-
chases of goods and services, used to
measure changes in overall price level.
(p. 142)
market economy an economy in which
decisions of individual producers and
consumers largely determine what,
how, and for whom to produce, with
little government involvement in the
decisions. (p. 2)
medium of exchange an asset that
individuals acquire for the purpose of
trading for goods and services rather
than for their own consumption. 
(p. 232)

menu cost the real cost of changing a
listed price. (p. 137)
merchandise trade balance (trade bal-

ance) the difference between a coun-
try’s exports and imports of goods
alone—not including services. (p. 412)
microeconomics the branch of econom-
ics that studies how people make deci-
sions and how those decisions interact.
(p. 5)
minimum wage a legal floor on the
wage rate. The wage rate is the market
price of labor. (p. 82)
model a simplified representation of a
real situation that is used to better
understand real-life situations. (p. 14)
monetarism a theory of business cycles,
associated primarily with Milton
Friedman, that asserts that GDP will
grow steadily if the money supply
grows steadily. (p. 348)
monetary aggregate an overall measure
of the money supply. The most com-
mon monetary aggregates in the
United States are M1, which includes
currency in circulation, traveler’s
checks, and checkable bank deposits,
and M2, which includes M1 as well as
near-moneys. (p. 234)
monetary base the sum of currency in
circulation and bank reserves. (p. 249)
monetary neutrality the concept that
changes in the money supply have no
real effects on the economy in the long
run and only result in a proportional
change in the price level. (p. 317)
monetary policy the central bank’s use
of changes in the quantity of money
or the interest rate to stabilize the
economy (p. 177)
monetary policy rule a formula that
determines the central bank’s actions.
(p. 349)
money any asset that can easily be
used to purchase goods and services.
(p. 231)
money demand curve a graphical repre-
sentation of the negative relationship
between the quantity of money
demanded and the interest rate. The
money demand curve slopes downward
because, other things equal, a higher
interest rate increases the opportunity
cost of holding money. (p. 270)
money multiplier the ratio of the money
supply to the monetary base; indicates
the total number of dollars created in
the banking system by each $1 addi-
tion to the monetary base. (p. 250)
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money supply the total value of finan-
cial assets in the economy that are con-
sidered money. (p. 231)
money supply curve a graphical repre-
sentation of the relationship between
the quantity of money supplied by the
Federal Reserve and the interest rate.
(p. 273)
movement along the demand curve a
change in the quantity demanded of a
good that results from a change in the
price of that good. (p. 51)
movement along the supply curve a
change in the quantity supplied of a
good that results from a change in the
price of that good. (p. 60)
multiplier the ratio of total change in
real GDP caused by an autonomous
change in aggregate spending to the size
of that autonomous change. (p. 160)
mutual fund a financial intermediary
that creates a stock portfolio by buying
and holding shares in companies and
then selling shares of this portfolio to
individual investors. (p. 228)
national income and product accounts

an accounting of consumer spending,
sales of producers, business investment
spending, and other flows of money
between different sectors of the econo-
my; also referred to as national
accounts. Calculated by the Bureau of
Economic Analysis. (p. 102)
national savings the sum of private
savings and the government’s budget
balance; the total amount of savings
generated within the economy. (p. 223)
natural rate hypothesis the hypothesis
that the unemployment rate is stable
in the long run at a particular natural
rate. According to this hypothesis,
attempts to lower the unemployment
rate below the natural rate of unem-
ployment will cause an ever-rising
inflation rate. (p. 350)
natural rate of unemployment the
unemployment rate that arises from
the effects of frictional plus structural
unemployment. (p. 130)
near-money a financial asset that can’t
be directly used as a medium of exchange
but can be readily converted into cash
or checkable bank deposits. (p. 235)
net exports the difference between
the value of exports and the value of
imports. A positive value for net
exports indicates that a country is a
net exporter of goods and services; a
negative value indicates that a coun-

try is a net importer of goods and
services. (p. 108)
net present value the present value of
current and future benefits minus the
present value of current and future
costs. (p. 240)
new classical macroeconomics an
approach to the business cycle that
returns to the classical view that shifts
in the aggregate demand curve affect
only the aggregate price level, not aggre-
gate output. (p. 351)
new Keynesian economics theory that
argues that market imperfections can
lead to price stickiness for the economy
as a whole. (p. 352)
nominal GDP the value of all final goods
and services produced in the economy
during a given year, calculated using
the prices current in the year in which
the output is produced. (p. 114)
nominal interest rate the interest rate
actually paid for a loan, not adjusted
for inflation. (p. 138)
nominal wage the dollar amount of
any given wage paid. (p. 180)
nonaccelerating inflation rate of unem-

ployment (NAIRU) the unemployment
rate at which, other things equal,
inflation does not change over time.
(p. 336)
normal good a good for which a rise
in income increases the demand for
that good—the “normal” case. (p. 53)
normative economics the branch of
economic analysis that makes pre-
scriptions about the way the economy
should work. (p. 6)
open-market operation a purchase or
sale of U.S. Treasury bills by the
Federal Reserve, undertaken to change
the monetary base, which in turn
changes the money supply. (p. 264)
opportunity cost the real cost of an
item: what you must give up in order
to get it. (p. 3)
output the quality of goods and serv-
ices produced. (p. 12)
output gap the percentage difference
between actual aggregate output and
potential output. (p. 196)
pension fund a type of mutual fund that
holds assets in order to provide retire-
ment income to its members. (p. 228)
physical asset a claim on a tangible
object that gives the owner the right
to dispose of the object as he or she
wishes. (p. 224)

physical capital human-made goods
such as buildings and machines used
to produce other goods and services.
(p. 373)
planned investment spending the
investment spending that firms intend
to undertake during a given period.
Planned investment spending may dif-
fer from actual investment spending
due to unplanned inventory investment.
(p. 166)
political business cycle a business cycle
that results from the use of macroeco-
nomic policy to serve political ends.
(p. 351)
positive economics the branch of eco-
nomic analysis that describes the way
the economy actually works. (p. 6)
potential output the level of real GDP
the economy would produce if all
prices, including nominal wages, were
fully flexible. (p. 185)
present value the amount of money
needed at the present time to produce,
at the prevailing interest rate, a given
amount of money at a specified future
time. (p. 239)
price ceiling the maximum price 
sellers are allowed to charge for 
a good or service; a form of price 
control. (p. 77)
price controls legal restrictions on
how high or low a market price may
go. (p. 77)
price floor the minimum price buyers
are required to pay for a good or serv-
ice; a form of price control. (p. 77)
price index a measure of the cost of
purchasing a given market basket in a
given year, where that cost is normal-
ized so that it is equal to 100 in the
selected base year; a measure of over-
all price level. (p. 143)
price stability when the aggregate
price level is changing only slowly. 
(p. 13)
private savings disposable income minus
consumer spending; disposable income
that is not spent on consumption but
rather goes into financial markets.
(p. 105)
producer price index (PPI) a measure 
of the cost of a typical basket of
goods and services purchased by pro-
ducers. Because these commodity
prices respond quickly to changes in
demand, the PPI is often regarded as
a leading indicator of changes in the
inflation rate. (p. 145)
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production possibilities curve illus-
trates the trade-offs facing an econo-
my that produces only two goods;
shows the maximum quantity of one
good that can be produced for each
possible quantity of the other good
produced. (p. 16)
product markets where goods and
services are bought and sold. (p. 103)
public debt government debt held by
individuals and institutions outside
the government. (p. 300)
purchasing power parity (between two
countries’ currencies) the nominal
exchange rate at which a given basket of
goods and services would cost the same
amount in each country. (p. 427)
quantity control (quota) an upper
limit, set by the government, on the
quantity of some good that can be
bought or sold; also referred to as a
quota. (p. 88)
quantity demanded the actual amount
of a good or service consumers are
willing to buy at some specific price.
(p. 49)
quantity supplied the actual amount of
a good or service producers are willing
to sell at some specific price. (p. 59)
Quantity Theory of Money a theory that
emphasizes the positive relationship
between the price level and the money
supply. It relies on the equation 
(M × V = P × Y). (p. 349)
quota rent the earnings that accrue to
the license-holder from ownership of
the right to sell the good. (p. 91)
rate of return (of an investment proj-
ect) the profit earned on an invest-
ment project expressed as a percentage
of its cost. (p. 278)
rational expectations a theory of
expectation formation that holds
that individuals and firms make deci-
sions optimally, using all available
information. (p. 352)
real business cycle theory a theory of
business cycles that asserts that fluctu-
ations in the growth rate of total fac-
tor productivity cause the business
cycle. (p. 352)
real exchange rate the exchange rate
adjusted for international differences
in aggregate price levels. (p. 425)
real GDP the total value of all final
goods and services produced in the
economy during a given year, calculat-
ed using the prices of a selected base
year. (p. 114)

real income income divided by the
price level. (p. 135)
real interest rate the nominal interest
rate minus the inflation rate. (p. 138)
real wage the wage rate divided by the
price level. (p. 135)
recession a period of economic down-
turn when output and unemployment
are falling; also referred to as a con-
traction. (p. 10)
recessionary gap exists when aggregate
output is below potential output.
(p. 195)
required reserve ratio the smallest
fraction of deposits that the Federal
Reserve allows banks to hold. (p. 244)
research and development (R & D)

spending to create and implement
new technologies. (p. 388)
reserve ratio the fraction of bank
deposits that a bank holds as reserves.
In the United States, the minimum
required reserve ratio is set by the
Federal Reserve. (p. 244)
reserve requirements rules set by the
Federal Reserve that set the minimum
reserve ratio for banks. For checkable
bank deposits in the United States, the
minimum reserve ratio is set at 10%.
(p. 246)
resource anything, such as land, labor,
and capital, that can be used to pro-
duce something else; includes natural
resources (from the physical environ-
ment) and human resources (labor,
skill, intelligence). (p. 3)
revaluation an increase in the value of
a currency that is set under a fixed
exchange rate regime. (p. 438)
Rule of 70 a mathematical formula
that states that the time it takes real
GDP per capita, or any other variable
that grows gradually over time, to
double is approximately 70 divided
by that variable’s annual growth
rate. (p. 371)
savings and loans (thrifts) deposit-
taking banks, usually specialized in
issuing home loans. (p. 257)
savings–investment spending identity

an accounting fact that states that
savings and investment spending are
always equal for the economy as a
whole. (p. 222)
scarce in short supply; a resource is
scarce when there is not enough of
the resource available to satisfy all the
various ways a society wants to use it.
(p. 3)

securitization the pooling of loans and
mortgages made by a financial institu-
tion and the sale of shares in such a
pool to other investors. (p. 259)
self-correcting refers to the fact that 
in the long run, shocks to aggregate
demand affect aggregate output in
the short run, but not the long run.
(p. 196)
shoe-leather costs (of inflation) the
increased costs of transactions caused
by inflation. (p. 137)
shortage the insufficiency of a good
or service that occurs when the quan-
tity demanded exceeds the quantity sup-
plied; shortages occur when the price
is below the equilibrium price. (p. 68)
short-run aggregate supply curve a
graphical representation of the rela-
tionship between the aggregate price
level and the quantity of aggregate
output supplied that exists in the
short run, the time period when
many production costs can be taken
as fixed. The short-run aggregate sup-
ply curve has a positive slope because
a rise in the aggregate price level
leads to a rise in profits, and there-
fore output, when production costs
are fixed. (p. 181)
short-run equilibrium aggregate output

the quantity of aggregate output pro-
duced in short-run macroeconomic
equilibrium. (p. 190)
short-run equilibrium aggregate price

level the aggregate price level in short-
run macroeconomic equilibrium.
(p. 190)
short-run macroeconomic equilibrium

the point at which the quantity of
aggregate output supplied is equal to
the quantity demanded. (p. 190)
short-run Phillips curve a graphical
representation of the negative short-
run relationship between the unem-
ployment rate and the inflation rate.
(p. 331)
short-term interest rate the interest
rate on financial assets that mature
within less than a year. (p. 269)
social insurance government pro-
grams—like Social Security, Medicare,
unemployment insurance, and food
stamps—intended to protect families
against economic hardship. (p. 204)
specialization a situation in which
different people each engage in the
different task that he or she is good at
performing. (p. 23)
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stabilization policy the use of 
government policy to reduce the
severity of recessions and to rein 
in excessively strong expansions.
There are two main tools of stabi-
lization policy: monetary policy and
fiscal policy. (p. 199)
stagflation the combination of inflation
and falling aggregate output. (p. 193)
sticky wages nominal wages that are
slow to fall even in the face of high
unemployment and slow to rise even in
the face of labor shortages. (p. 180)
stock a share in the ownership of 
a company held by a shareholder. 
(p. 104)
store of value an asset that is a
means of holding purchasing power
over time. (p. 232)
structural unemployment unemploy-
ment that results when there are more
people seeking jobs in a labor market
than there are jobs available at the
current wage rate. (p. 128)
subprime lending lending to home
buyers who don’t meet the usual crite-
ria for borrowing. (p. 259)
substitutes pairs of goods for which a
rise in the price of one of the goods
leads to an increase in the demand for
the other good. (p. 53)
supply and demand model a model of
how a competitive market works. (p. 48)
supply curve a graphical representa-
tion of the supply schedule, showing
the relationship between quantity sup-
plied and price. (p. 59)
supply price the price of a given quan-
tity at which producers will supply
that quantity. (p. 90)
supply schedule a list or table showing
how much of a good or service pro-
ducers will supply at different prices.
(p. 59)
supply shock an event that shifts the
short-run aggregate supply curve. A neg-
ative supply shock raises production
costs and reduces the quantity supplied
at any aggregate price level, shifting the
curve leftward. A positive supply shock
decreases production costs and
increases the quantity supplied at any
aggregate price level, shifting the
curve rightward. (p. 192)
surplus the excess of a good or service
that occurs when the quantity supplied
exceeds the quantity demanded; sur-

pluses occur when the price is above
the equilibrium price. (p. 68)
sustainable describes continued long-
run economic growth in the face of the
limited supply of natural resources
and the impact of growth on the envi-
ronment. (p. 391)
T-account a simple tool that summa-
rizes a business’s financial position by
showing, in a single table, the busi-
ness’s assets and liabilities, with assets
on the left and liabilities on the right.
(p. 243)
target federal funds rate the Federal
Reserve’s desired level for the federal
funds rate. The Federal Reserve adjusts
the money supply through the pur-
chase and sale of Treasury bills until
the actual rate equals the desired rate.
(p. 307)
Taylor rule for monetary policy a rule
for setting the federal funds rate that
takes into account both the inflation
rate and the output gap. (p. 311)
technology the technical means for
the production of goods and services.
(pp. 21, 373)
total factor productivity the amount 
of output that can be produced with 
a given amount of factor inputs.
(p. 379)
trade when individuals provide goods
and services to others and receive
goods and services in return. (p. 23)
trade-off when you give up something
in order to have something else. (p. 16)
transaction costs the expenses of
negotiating and executing a deal.
(p. 225)
underemployed people who work part
time because they cannot find full-
time jobs. (p. 120)
unemployed people who are actively
looking for work but are not currently
employed. (p. 119)
unemployment the total number of
people who are actively looking for
work but aren’t currently employed.
(p. 12)
unemployment rate the percentage of
the total number of people in the
labor force who are unemployed, calcu-
lated as unemployment/(unemployment
+ employment). (pp. 12, 119)
unit of account a measure used to set
prices and make economic calculations.
(p. 233)

unit-of-account costs (of inflation)
costs arising from the way inflation
makes money a less reliable unit of
measurement. (p. 137)
unplanned inventory investment

unplanned changes in inventories,
which occur when actual sales are
more or less than businesses expected;
sales in excess of expectations result
in negative unplanned inventory
investment. (p. 169) 
value added (of a producer) the value
of a producer’s sales minus the value
of input purchases. (p. 107) 
velocity of money the ratio of nominal
GDP to the money supply. (p. 349) 
vicious cycle of deleveraging describes
the sequence of events that takes place
when a firm’s asset sales to cover loss-
es produce negative balance sheet effects
on other firms and force creditors to
call in their loans, forcing sales of
more assets and causing further
declines in asset prices. (p. 258) 
wasted resources a form of inefficien-
cy in which people expend money,
effort, and time to cope with the
shortages caused by a price ceiling.
(p. 80) 
wealth (of a household) the value of
accumulated savings. (p. 224) 
wealth effect of a change in the aggre-

gate price level the effect on consumer
spending caused by the change in the
purchasing power of consumers’ assets
when the aggregate price level changes.
A rise in the aggregate price level
decreases the purchasing power of con-
sumers’ assets, so they decrease their
consumption; a fall in the aggregate
price level increases the purchasing
power of consumers’ assets, so they
increase their consumption. (p. 174) 
wedge the difference between the
demand price of the quantity transact-
ed and the supply price of the quantity
transacted for a good when the supply
of the good is legally restricted. Often
created by a quota or a tax. (p. 91) 
zero bound the lower bound of zero
on the nominal interest rate. (p. 339) 
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